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A Simple and Efficient Method to Combine Depth Map with Planar

Prior for Multi-View Stereo
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Abstract

This paper proposes a simple and efficient method to combine planar prior obtained from a triangular model with the depth
values computed by PatchMatch. Through this approach, the accuracy of depth estimation was improved in low-textured areas
where existing PatchMatch-based methods showed low depth estimation accuracy, and in detailed areas where the triangular model
showed limitations in surface modeling. In the proposed method, first, initial depth and normal maps are obtained via an existing
PatchMatch approach. Subsequently, a triangular model is generated from the selected node, and initial planar priors are derived
from this model. After refining the initial planar priors via a bilateral technique, the initial depth and normal maps are combined
with the refined planar priors by applying a simple and efficient combining process. Experimental results show that the proposed
method achieves superior results compared to existing approaches.
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. Introduction

Technologies for reconstructing and modeling the accu-

rate 3D structure of a scene from multi-view images taken

from various viewpoints generally include extracting and

matching feature points, estimating camera parameters,

generating a dense point cloud, and reconstructing a 3D

surface. Among these, the generation of a dense point

cloud aims to accurately represent the structure of scenes

and objects in multi-view images as a 3D point cloud, uti-

lizing both the images and camera parameters. The most

critical step in this process is obtaining high-quality dense

depth maps from these images.

This paper proposes a method to obtain high-quality

dense depth maps by simply combining the depth maps

computed by the traditional PatchMatch[1] technique and

the triangular model. Through this approach, the accuracy
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of depth estimation is improved in low-textured areas,

where existing PatchMatch-based methods showed low

depth estimation accuracy, and in detailed areas, where the

triangular model showed limitations in surface modeling.

Fig. 1 shows a color image from the Auditorium image set

in the Tank and Temples Advanced test set, and the depth

map, normal map, and the point cloud generated by apply-

ing the proposed method.

Main contributions of the paper are as follows:

1) We propose a simple and efficient method to combine

planar prior obtained from a triangular model with the

depth values computed by PatchMatch to take advant-

age of both approaches.

2) We demonstrate that the proposed approach achieves

superior results compared to the existing methods on

a public dataset.

. Previous Works

Recent multi-view stereo technologies can be broadly

classified into learning-based[2][3][4] and traditional ap-

proaches[5][6][7]. Among the traditional approaches for gen-

erating high-quality depth maps from multi-view images,

the PatchMatch method is one of the most widely used.

In multi-view stereo, depth values are estimated based on

the color similarity between a reference image and several

source images, making it crucial to accurately and effi-

ciently reduce the number of depth hypotheses. Since the

PatchMatch technique efficiently reduces these hypotheses,

it has been successfully applied in the field of multi-view

stereo for depth map generation. The PatchMatch technique

consists of random initialization, propagation, and random

search steps. Based on the strong spatial coherence be-

tween current and neighboring pixels, the values of the

neighboring pixels become hypotheses for the current pixel

in the propagation step, and random search values become

hypotheses to avoid local minima in the random search

step. However, PatchMatch-based methods are known to

perform poorly in estimating depth values in low-textured

areas, where assessing depth based on photometric sim-

ilarities is difficult.

Compared to the PatchMatch method, segment-based ap-

proaches such as the triangular model can obtain more sta-

ble results in areas where photometric consistency is un-

reliable, such as low-textured regions. However, these ap-

proaches have a limitation in representing detailed areas.

Fig. 1. A color image from the Auditorium image set in the Tank and Temples Advanced test set, and the depth map, normal map, and the

point cloud generated by applying the proposed method.
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ACMP[7] incorporated a planar prior term obtained by the

triangular model into the matching cost in the PatchMatch

process to take advantage of both the PatchMatch and tri-

angular model methods. ACMP repeats the conventional

PatchMatch process by applying the depth and normal

maps obtained via the planar-prior-assisted matching cost

as initial values.

. Proposed Method

1. Fundamental Concept

As mentioned earlier, while PatchMatch approaches can

obtain relatively accurate depth values in textured or de-

tailed areas, triangular models represent surfaces of

low-textured areas more reliably. ACMP added a planar

prior term to the matching cost in the PatchMatch process

to leverage the advantages of both approaches. However,

since the solution space, a set of the hypotheses, is not al-

tered during the matching process, the planar prior is not

adequately integrated into the depth map generated by

PatchMatch.

The proposed method reduces the solution space for each

pixel (x, y) as follows:

   

where   is the initial depth and normal values

and   is the planar prior computed in the

triangular model for each pixel (x, y).

It is observed that reducing the solution space is equiv-

alent to simply combining the planar prior with the initial

depth values computed by PatchMatch. Since a sufficient

planar prior is added to the depth map, the result also be-

comes a better initialization for additional PatchMatch

processes.

In addition, the proposed method refines the planar pri-

ors prior to the combining process, enhancing the reliability

of the planar parameters. Fig. 2 shows the fundamental

concept of the proposed method.

Fig. 2. Fundamental concept of the proposed method: While the
PatchMatch approaches can obtain relatively accurate depth values
in the textured or detailed areas, such as pixel q, triangular models

represent surfaces in the low-textured areas, such as pixel p, more
reliably. The proposed method simply selects the more reliable one
from these two depth values computed by the two approaches for each

pixel.

2. Overall Procedure

Fig. 3 shows the overall procedure of the proposed

method. More detailed explanation of the proposed depth

Fig. 3. Overall procedure of the proposed depth map and planar prior combining strategy. First, initial depth and normal maps are obtained from
the original images. After that, a triangular model is generated from the selected nodes, and an initial planar prior is computed from the triangular
model. The initial planar prior is then refined by applying a bilateral approach. The planar prior is combined with the initial depth and normal maps

using a simple selection method.
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map and planar prior combining process is as follows:

2.1 Initial depth map and normal map generation

First, initial depth and normal maps are obtained via one

of the existing PatchMatch approaches. ACMH[6] was ap-

plied in this paper.

2.2 Triangular model generation

For each nxn block in the image domain, a pixel position

is selected as a node if 1) it has the largest matching cost

in the block, and 2) more than 25% of the pixels in the

block have matching costs that exceed a certain threshold.

From the selected nodes, a triangular model is generated,

and initial planar priors are computed based on the loca-

tions and depth values of the nodes.

2.3 Planar prior refinement

Although the nodes are elaborately selected at the prior

step, the initial planar priors are inaccurate in some areas

because of erroneous and noisy depth values. In order to

improve the reliability of the planar priors, the proposed

method applies a bilateral technique to refine the planar

priors in the triangular model.

2.4 Combining Planar prior

The refined planar priors are combined with the initial

depth and normal maps by applying the planar-prior-as-

sisted matching cost[7] with the reduced solution space.
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where   is the refined planar prior,

  , and  and  are respectively depth and normal

bandwidths.

In the combining process, for each pixel, among the two

hypotheses   and   , the one with the

higher matching cost becomes the depth and normal value

in the combined depth and normal maps.

After the combining process, conventional PatchMatch

processes are repeated, using the combined depth and nor-

mal maps as initial values.

. Experimental Results

1. Test Condition

The experiment was performed using an RTX-series

GPU environment, and the proposed method was im-

plemented with C++. The comparative evaluation of the

performance of the proposed method was conducted on the

Tanks and Temples Advanced test set[8], where the reso-

lutions are 1920x1080. The camera parameters were ob-

tained using the Structure-from-Motion module in

COLMAP.

F-scores, which are the harmonic mean of precision and

completeness, were calculated for the generated 3D point

clouds from the depth and normal maps to quantitatively

evaluate the performance of both the previous and the pro-

posed approaches.

2. Test Results on Tanks and Temples
Advanced Test Set

Table 1 shows the quantitative evaluation results for the

Tanks and Temples Advanced test set. As shown in the re-

sults, the proposed method outperforms the previous learn-

ing-based and traditional PatchMatch-based approaches in

terms of the mean F-scores. Fig.4 shows the original im-

ages, triangular models, depth maps, normal maps, and

point clouds generated by applying the proposed method

to the Tanks and Temples Advanced test set. Considering

the indoor scenes (Auditorium, Ballroom, Courtroom, and
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Museum), which have larger low-textured regions, the

mean F-score also increased to some degree. This suggests

that the proposed method combines planar priors more effi-

ciently compared to ACMP.

. Conclusion

This paper proposes a simple and efficient method to

combine planar prior obtained from a triangular model with

the depth values computed by PatchMatch. Through this

approach, the accuracy of depth estimation was improved

in low-textured areas where existing PatchMatch-based

methods showed low depth estimation accuracy, and in de-

tailed areas where the triangular model showed limitations

in surface modeling. The experimental results showed that

the proposed method produces high-quality depth maps and

point clouds compared to other existing approaches by suc-

cessfully combining the two approaches.
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