# 비디오 기반 동적 메쉬 압축을 위한 정점 차수 기반 리프팅 웨이블릿 변환 방법 김 민 태), 변 주 형ㄹ, 심 동 규(2) 

# Valence based Lifting Wavelet Transform for Video-based Dynamic Mesh Compression 

Mintae Kim ${ }^{\text {a) }}$, Joohyung Byeon ${ }^{\text {a) }}$, and Donggyu Sim ${ }^{\text {a) }}{ }^{\ddagger}$

## 요 약

본 논문에서는 동적 메쉬 부/복호화 시 정점 valence 기반의 리프팅 웨이블릿 변환 방법을 사용하여 동적 메쉬의 변위 벡터를 압축 하는 방법을 제안한다. 제안하는 방법에서는 메쉬의 각 정점과 연결된 간선의 개수를 의미하는 valence에 기반하여 각 정점의 리프팅 업데이트 가중치를 결정해 업데이트 과정을 수행한다. 기존 고정 가중치를 사용한 업데이트 방법은 각 정점의 valence에 따라 업데이 트 필터 특성이 바뀌는 반면, 제안하는 업데이트 방법은 정점의 업데이트 가중치를 valence 값으로 정규화 해줌으로써 모든 정점이 동 일 특성의 업데이트 필터를 갖도록 한다. 제안하는 방법과 기존 기술인 LoD 기반 업데이트 방법을 적용하여 리프팅 변환 업데이트를 수행한 결과, MPEG V-DMC 참조 소프트웨어 TMM v4.0의 기존 압축 성능 대비 AI, LD 환경에서 뼐도의 부 • 복호화 시간 증가 없 이 point cloud 기반의 BD-rate (D1 PSNR)가 각각 평균 - $3.9 \%,-3.6 \%$ 향상되어 효과적으로 메쉬 변위 벡터의 압축이 가능함을 확 인하였다.


#### Abstract

In this paper, we propose a vertex valence-based lifting wavelet transform method for displacement vector compression in dynamic mesh. The proposed method performs a lifting transform update process using the weight derived from vertex valence, which is the number of edges incident to that vertex. In terms of filtering, proposed method assigns an update filter with the identical characteristics to all displacement vectors by normalizing the update weight to the valence, while the update method with fixed weight assigns different update filters to displacement vectors according to the valence of that vertex. As a result of performing lifting transform update process based on proposed method and LoD scaling method which is preceding studied, the experiment result shows the improved performance with the average of $-3.9 \%$ and $-3.6 \%$ in terms of point cloud-based BD-rate (D1 PSNR) in AI and LD conditions compared to performance of original V-DMC reference software TMM v4.0 with no additional complexity.
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## 1.서 론

최근 3차원 데이터를 획득, 모델링, 렌더링하는 기술이 발전함에 따라, 증강현실 (AR, Augmented Reality), 가상현 실 (VR, Virtual Reality), 메타버스, 자율주행 등의 다양한 분야에서 3 차원 데이터에 관한 연구가 증가하고 있다. 3 차 원 데이터의 대표적인 예시 중 하나인 메쉬는 3 차원 체적 데이터 (3D volumetric data)를 다각형들의 집합으로 표현 한다. 메쉬는 3 차원 공간상의 위치를 표현하는 정점 정보, 다각형을 구성하기 위한 정점 간 연결 정보, 3 D 데이터 표 면의 색상 정보를 2 D 데이터로 저장하는 텍스처 맵, 메쉬 표면과 텍스처 맵 간의 맵핑 정보 등으로 구성된다. 메쉬의 구성요소 중 하나 이상이 시간의 흐름에 따라 변화하는 경 우, 해당 메쉬를 동적 메쉬라고 정의할 수 있다 ${ }^{[1]}$.

메쉬는 일반적으로 2 D 데이터 대비 매우 큰 데이터양을 갖기 때문에, 여러 분야에서 메쉬 데이터의 전송 및 저장을 위해서는 효과적인 압축 기술이 요구된다. 이와 같은 요구 에 따라, 메쉬 압축에 대한 표준화 과정이 활발하게 진행되 어 왔다. 국제 표준화 기구 ISO/IEC (International Organization for Standardization/International Electrotechnical Commission) JTC1 (Joint Technical Committee 1) SC29 (Sub-Committee 29) WG7 (Working Group 7) MPEG (Moving Picture Experts Group)의 3DGC (3D Graphics Coding) 서브 그룹에서는 애니메이션 모델과 같은 3 차원 그래픽스 콘텐츠의 압축 및 처리를 위한 MPEG-4 파트 16 AFX (Animation Framework eXtension)의 표준화를 2004 년에 완료하였다 ${ }^{[2]}$. 이후 2009년, 시간 흐름에 따라 정점 정보가 변하는 동적 메쉬를 압축하기 위한 FAMC (Frame-based Animated Mesh Compression) 표준을 발행

[^0]하였다 ${ }^{[3]}$. 하지만 FAMC 는 시간 흐름에 따라 연결 정보, 텍 스처 맵 정보 등이 변하는 동적 메쉬에 대해서 압축 표준을 지원하지 않았기 때문에, 이러한 동적 메쉬에 대한 압축 표 준의 필요성이 요구되었다. 이에 따라 국제 표준화 기구 ISO/IEC JTC1 SC29 WG7 MPEG의 3DGH (3D Graphics and Haptics Coding) 서브 그룹에서는 동적 메쉬 압축을 위 한 V-DMC (Video-based Dynamic Mesh Coding)의 표준 화를 시작하였다. 2021년 10월 동적 메쉬 압축에 대한 CfP (Call for Proposals)를 시작으로 ${ }^{[4]}$, 2023년 7월 WD (Working Draft) 단계에서 활발히 논의가 진행되고 있으며 ${ }^{[5]}$, 2024년 10월 표준 완료를 목표로 하고 있다. V-DMC 표준화 과정은 CfP 에 대한 응답으로 제출된 기술 중 세분 화 방법 기반 메쉬 압축 구조 ${ }^{[6]}$ 를 기반으로 하여 표준화가 진행되고 있다. 해당 압축 구조는 입력 메쉬를 단순화하여 생성한 저해상도 베이스 메쉬와 베이스 메쉬를 세분화하여 생성한 메쉬의 각 정점이 원본 메쉬와 유사해지도록 보정 해주는 변위 벡터를 기반으로 메쉬를 압축한다. 결과적으 로, 현재 논의가 되고 있는 V-DMC 기술은 베이스 메쉬, 변위 벡터, 텍스처 맵 등을 생성 밎 부•복호화하여 메쉬의 압축과 복원을 수행한다. 이때 변위 벡터는 세분화된 베이 스 메쉬의 각 정점에서 원본 메쉬 표면과의 차이로 계산되 며, 세분화 과정에서 생성된 LoD (Level of Details) 구조로 분류된다. 이후 변위 벡터는 LoD 단위를 기준으로 예측과 업데이트 과정을 포함하는 리프팅 웨이블릿 변환을 거쳐 부-복호화가 수행된다.

본 논문에서는 변위 벡터의 부•복호화 간 수행되는 리 프팅 웨이블릿 변환 과정에서 각 정점의 valence에 기반하 여 업데이트를 수행하는 방법을 제안한다. 이때 정점의 valence는 해당 정점과 연결된 간선의 개수라고 정의할 수 있 다 ${ }^{[7]}$. 제안하는 방법은 리프팅 변환의 업데이트 과정에서 모든 정점에 대해 고정 가중치를 통해 업데이트를 수행하 는 것이 아닌, 현재 정점의 valence 값으로 정규화한 가중치 를 사용하여 업데이트를 수행한다. 제안하는 valence 기반 의 가중치 할당은 각 정점의 연결 정보를 고려하여 업데이 트를 수행함으로써 모든 정점에서 동일한 업데이트 필터 특성을 갖게 하며, 정점의 연결 정보에 따라 업데이트 필터 특성이 바뀌는 고정 가중치 업데이트 방법 대비 제안하는 방법을 사용함으로써 변위 벡터 압축 성능 향상이 가능함

을 성능 비교를 통해 증명한다. 본 논문의 구성은 다음과 같다. 2장에서는 V-DMC 기술과 선행 연구인 LoD 기반 리 프팅 변환 업데이트 방법에 대해 설명한다. 3장에서는 V-DMC 기술의 리프팅 변환 과정을 분석하고 제안하는 정 점 valence 기반 리프팅 변환 업데이트 방법에 대해 설명한 다. 4장에서는 제안하는 리프팅 변환 업데이트 방법의 성능 을 비교하여 평가한다. 마지막으로, 5장에서 본 논문에 대 한 결론을 맺는다.

## II. 관련 기술

## 1. Video-based Dynamic Mesh Compression

V-DMC 기술의 기본 아이디어는 입력 메쉬를 단순화하 여 정점의 수를 크게 줄인 베이스 메쉬와 베이스 메쉬의 세분화 및 원본 메쉬와의 피팅 과정을 통해 생성한 정점별 변위 벡터를 통해 메쉬를 압축 및 복원하는 것이다. V-DMC의 부호화 과정은 전처리 과정과 베이스 메쉬 부호 화, 변위 벡터 부호화, 텍스처 맵 부호화 과정으로 구성되 며, 그림 1 과 같은 구조를 갖는다.

전처리 과정은 메쉬 단순화, 아틀라스 매개변수화, 세분 화 표면 피팅 과정으로 구성된다. 먼저 메쉬 단순화 과정에 서는 입력 메쉬에 메쉬 단순화 기술을 적용하여 입력 메쉬 대비 정점의 수를 크게 줄인 베이스 메쉬를 생성한다. 아틀 라스 매개변수화 과정에서는 UVAtlas ${ }^{[8]}$ 툴과 같은 메쉬 매 개변수화 기술을 사용하여 메쉬 단순화 과정을 통해 생성 된 베이스 메쉬의 텍스처 좌표를 재계산한다. 마지막으로 세분화 표면 피팅 과정에서는 메쉬 세분화 기술을 사용하 여 베이스 메쉬를 세분화하고, 원본 메쉬의 표면과 유사해 지도록 세분화된 베이스 메쉬의 각 정점을 피팅하는 과정 을 수행한다.
베이스 메쉬 부호화 과정에서는 베이스 메쉬의 예측 모 드에 따라 정적 메쉬 부호화 과정 또는 움직임 벡터 부호화 과정이 수행된다. 베이스 메쉬가 화면 내 예측 모드로 부호 화되는 경우 정적 메쉬 부호화 과정을 수행한다. 정적 메쉬 부호화 과정에서는 전처리 과정에서 생성된 베이스 메쉬의 정점 정보, 연결성 정보 등이 EdgeBreaker ${ }^{[9]}$ 기술을 통해 부호화된다. V-DMC에서는 현재 베이스 메쉬와 참조 베이 스 메쉬의 정점 수, 연결 정보 등이 모두 동일하고, 각 정점 의 위치 정보만 다른 경우 두 베이스 메쉬가 일대일 대응 관계라고 정의한다. 일대일 대응 관계가 성립하는 경우 현


그림 1. V-DMC 부호화기 블록도
Fig. 1. Block diagram of V-DMC encoder

재 베이스 메쉬는 화면 간 예측 모드로 부호화되며, 움직임 벡터 부호화 과정을 수행한다. 움직임 벡터 부호화 과정에 서는 현재 베이스 메쉬와 참조 베이스 메쉬의 정점별 위치 를 차분하여 계산한 움직임 벡터의 부호화를 수행한다.

변위 벡터 부호화 과정에서는 먼저 부•복호화 과정을 거쳐 복원된 베이스 메쉬와 전처리 과정에서 세분화와 피 팅 과정을 거쳐 생성된 베이스 메쉬의 정점별 위치를 차분 하여 변위 벡터를 계산한다. 계산된 변위 벡터는 좌표계의

에너지 밀집도를 높이기 위해 (normal, tagential, bi-tangential)로 구성된 지역 좌표계로 변환된다. 변위 벡터는 세분 화 과정에서 생성된 LoD (Level of Details) 구조로 분류되 며, 그림 2 와 같이 LoD 단위로 리프팅 웨이블릿 변환 ${ }^{[10]}$ 과 정이 수행된다. 리프팅 웨이블릿 변환 과정은 예측 과정과 업데이트 과정으로 구성되며, 예측 과정에서는 하위 LoD 의 변위 벡터를 사용해 상위 LoD 의 변위 벡터를 예측하여 잔차신호를 생성하고, 업데이트 과정에서는 추후 예측 과

(a) LoD structure of V-DMC


1. Prediction process
$\operatorname{Signal}(v)=\operatorname{Signal}(v)-\frac{1}{2}\left(\operatorname{Signal}\left(v_{1}\right)+\operatorname{Signal}\left(v_{2}\right)\right)$

## 2. Update process

$\operatorname{Signal}\left(v_{1}\right)=\operatorname{Signal}\left(v_{1}\right)+\frac{1}{8} \operatorname{Signal}(v)$
$\operatorname{Signal}\left(v_{2}\right)=\operatorname{Signal}\left(v_{2}\right)+\frac{1}{8} \operatorname{Signal}(v)$
(b) Lifting wavelet transform process

(c) Displacement encoding process

그림 2. V-DMC 리프팅 웨이블릿 변환 수행 과정
Fig. 2. V-DMC lifting wavelet transform process

정을 위해서 현재 예측 과정에서 생성된 상위 LoD 의 잔차 신호로 예측에 사용된 하위 LoD 의 변위 벡터를 보정해주 는 동작을 수행한다. 리프팅 웨이블릿 변환 과정을 통해 생 성된 변환 계수는 양자화된 후 2 D 이미지로 패킹 되어 HEVC (High Efficiency Video Coding) ${ }^{[11]}$, VVC (Versatile Video Coding) ${ }^{[12]}$ 와 같은 비디오 코덱을 통해 부호화된다. 텍스처 맵 부호화 과정에서는 원본 텍스처 맵을 복원된 메쉬에 맞춰 재생성하는 텍스처 전이 알고리즘이 수행된다. 이후 재생성된 텍스처 맵에서 텍스처가 존재하는 공간과 존 재하지 않는 공간 사이의 불연속성을 줄이기 위해 반복적으 로 다운 샘플링 및 업 샘플링을 수행하면서 빈공간을 채워나 가는 푸쉬-풀 패딩 ${ }^{[13]}$ 이 수행된다. 패딩 된 텍스처 맵은

YUV 포맷으로 변환된 후 비디오 코덱를 통해 부호화된다.
V-DMC의 복호화 과정은 비트스트림으로부터 베이스 메쉬, 변위 벡터, 텍스처 맵을 복호화함으로써 수행되며, 그 림3과 같은 구조를 갖는다. 베이스 메쉬가 화면 내 예측 모 드로 부호화된 경우에는 정적 메쉬 복호화 과정을 통해 현 재 베이스 메쉬를 복호화한다. 베이스 메쉬가 화면 간 예측 모드로 부호화된 경우에는 움직임 벡터 복호화 과정을 통 해 정점별 움직임 벡터를 복호화한 뒤, 참조 베이스 메쉬에 적용하여 현재 베이스 메쉬를 복호화한다. 변위 벡터는 비 디오 코덱을 통해 2 D 패킹 되고 양자화된 변위 벡터를 복호 화한 후, 부호화기 과정과 반대로 역패킹, 역양자화, 리프팅 웨이블릿 역변환을 수행하여 복원된다. 베이스 메쉬와 변


그림 3. V-DMC 복호화기 블록도
Fig. 3. Block diagram of V-DMC decoder


그림 4. 세분화된 베이스 메쉬에 변위 벡터가 적용되는 예시
Fig. 4. Example of applying displacement vector to subdivision base mesh

위 벡터가 복원된 후에는 부호화기와 동일한 메쉬 세분화 기술을 적용하여 베이스 메쉬를 세분화한 뒤 정점별로 변 위 벡터를 적용하여 메쉬를 복원한다 ${ }^{[14]}$. 베이스 메쉬를 세 분화하고 변위 벡터가 적용되는 예시는 그림4와 같다. 텍스 처 맵은 비디오 코덱을 통해 YUV 포맷의 텍스처 맵을 복 호화한 후, RGB 포맷으로 변환되어 복원된다.

## 2. 리프팅 웨이블릿 변환 간 LoD 기반 적응적 업데이트 방법

현재 V-DMC ${ }^{[5]}$ 의 리프팅 웨이블릿 변환 과정은 상위 LoD 변위 벡터를 인접한 두 하위 LoD 변위 벡터의 평균값 으로 예측하여 잔차신호를 생성하는 예측 과정과 생성된 잔차신호에 고정된 가중치 0.125 를 곱해 인접한 두 하위 LoD 변위 벡터를 보상해 주는 업데이트 과정으로 구성된 다. 즉, 예측 과정과 업데이트 과정에서 각각 고정 가중치 0.5 와 0.125 를 사용한다. 예측 가중치의 경우 베이스 메쉬 가 인접한 두 하위 LoD 정점의 평균 위치로 새로운 상위 LoD 정점을 생성하는 midpoint 세분화 방식으로 모든 세분 화 과정을 수행하기 때문에, 상위 LoD부터 하위 LoD까지 반복되는 리프팅 변환의 모든 과정에서 고정된 가중치 0.5

를 사용하는 것이 적합할 수 있다. 하지만 업데이트 가중치 의 경우 세분화 과정에서 생성된 각 LoD 가 서로 다른 특성 을 가질 수 있기 때문에, 리프팅 변환의 모든 과정에서 동일 한 고정 가중치를 사용하는 것은 최적이 아닐 수 있다. 이에 따라 리프팅 변환 과정이 수행되는 현재 LoD 에 기반하여 적응적으로 업데이트를 수행하는 방법이 제안되었다 ${ }^{[15]}$. 해 당 기술에서는 그림5와 같이 상위 LoD 에서 하위 LoD 로 갈수록 정점 간 거리가 멀어진다는 특성을 고려하여, LoD 단위로 리프팅 변환이 수행됨에 따라 일정 비율로 업데이 트 가중치를 점차 감소시켜 사용하는 것을 제안하고 있다. 제시된 업데이트 가중치는 최초 상수 가중치 0.25 부터 시작 하여서 한 LoD 에 대한 리프팅 변환이 수행될 때마다 $50 \%$ 씩 감소한 값을 사용한다. 예를 들어, 부호화기에서 세분화 횟수가 3 번으로 입력되어 LoD0 ~ 3 구조를 갖는 경우, LoD 3 변위 벡터에 대한 업데이트 가중치는 $0.25, \mathrm{LoD} 2$ 변 위 벡터에 대한 업데이트 가중치는 $0.125, \mathrm{LoD} 1$ 변위 벡터 에 대한 업데이트 가중치는 0.0625 가 된다. LoD 기반 적응 형 리프팅 변환 업데이트 방법의 성능은 V-DMC 참조 소프 트웨어 TMM v4.0 ${ }^{[16]}$ 대비 AI, LD 환경에서 point cloud 기반의 BD-rate (D1 PSNR)가 각각 평균 $-3.2 \%,-3.0 \%$ 의 향상된 결과를 보였다.


## III. 제안 방법

본 절에서는 V-DMC 참조 소프트웨어 TMM v4.0 $0^{[16]}$ 을 기준으로 기존 V-DMC 기술의 리프팅 변환에 대해 분석하 고, 제안하는 valence 기반 리프팅 변환 업데이트 방법을 설명한다. V-DMC 기술에서 리프팅 변환은 예측 과정과 업

데이트 과정으로 구성된다. 예측 과정에서는 인접한 하위 LoD 의 변위 벡터를 사용해 상위 LoD 의 변위 벡터를 예측 하여 상위 LoD 변위 벡터에 대한 잔차신호를 출력한다. 업 데이트 과정에서는 이후 예측 과정을 위해 생성된 잔차신 호로 예측에 사용된 하위 LoD 의 변위 벡터를 보정하여 보 정된 하위 LoD 변위 벡터를 출력한다. 이때, 예측 과정은


그림 6. 정점의 valence와 업데이트 가중치에 따른 V-DMC 리프팅 변환 업데이트 필터
Fig. 6. V-DMC lifting transform update filter based on vertex valence and update weight

예측 가중치를 통해 하위 LoD 변위 벡터로 생성되는 예측 자를 결정하며, 업데이트 과정은 업데이트 가중치를 통해 하위 LoD 변위 벡터에 보정될 잔차신호의 크기를 결정한 다. TMM v4.0에서는 모든 정점의 변위 벡터에 대해 고정 된 예측 가중치 0.5 와 고정된 업데이트 가중치 0.125 를 사 용하여 리프팅 변환을 수행한다. 그림6 (a)는 valence가 각 각 $5,6,7$ 인 정점에 대한 메쉬의 일부분을 나타낸 그림이 다. 해당 그림에서 각 문자는 해당 위치 정점의 변위 벡터를 의미하며, 문자 $a \sim g$ 는 LoD 2 의 변위 벡터를, 문자 $A \sim$ $G$ 는 LoD 1 의 변위 벡터를, $X$ 는 LoD 0 의 변위 벡터를 의미 한다. TMM v4.0에서 고정된 예측 가중치 0.5 를 사용하여 리프팅 변환 예측 과정을 수행하는 경우, LoD 2 변위 벡터 $a \sim g$ 에 대한 예측 과정을 식 (1)과 같이 나타낼 수 있다. 식 (1)에서 $a a \sim g g$ 는 예측 과정에서 생성되는 상위 LoD 의 잔차신호이다. 기존 TMM v4.0에서 고정된 업데이트 가 중치 0.125 를 사용하여 리프팅 변환 업데이트 과정을 수행 하는 경우, LOD 0 변위 벡터 $X$ 에 대한 업데이트 과정을 식 (2)와 같이 나타낼 수 있다.

$$
\begin{array}{llrl}
a a & =a-\frac{1}{2} A-\frac{1}{2} X & e e=e-\frac{1}{2} E-\frac{1}{2} X \\
b b & =b-\frac{1}{2} B-\frac{1}{2} X & & f f=f-\frac{1}{2} F-\frac{1}{2} X \\
c c & =c-\frac{1}{2} C-\frac{1}{2} X & & g g=g-\frac{1}{2} G-\frac{1}{2} X \\
d d & =d-\frac{1}{2} D-\frac{1}{2} X & &
\end{array}
$$

식 (2)에서 $X^{\prime}$ 는 업데이트가 수행된 후 보정된 LoD 0 변 위 벡터 $X$ 를 의미한다. 결과적으로 업데이트 과정은 3 차원

공간상에서의 저대역 통과 필터로 해석될 수 있다. 이때 식 (2)를 통해 고정 가중치 0.125 를 사용하여 업데이트를 수행 하는 경우 정점의 valence에 따라 현재 변위 벡터 성분에 대한 필터 계수가 달라지며, 정점의 valence가 커질수록 유 지되는 현재 변위 벡터 성분이 감소하는 것을 확인할 수 있다. 업데이트 식 (2)를 필터링 관점에서 표현하면 그림6 (b)와 같은 필터 계수로 나타낼 수 있으며, 정점의 valence 에 따라 리프팅 변환 간 변위 벡터에 적용되는 필터의 특성 이 달라지는 것을 확인할 수 있다. 리프팅 변환 업데이트 과정은 현재 예측 과정에서 생성된 잔자신호로 예측에 사 용된 하위 LoD 의 변위 벡터를 보정해줌으로써, 이후 예측 과정 성능에 영향을 준다 ${ }^{[17]}$. 즉, 현재 업데이트 과정에서 각 변위 벡터에 적용되는 필터 특성에 따라 이후 예측 과정 의 성능이 결정된다. 앞서 기술한 것과 같이 고정 가중치를 사용한 업데이트 방법은 각 정점의 valence에 따라 해당 변 위 벡터에 적용되는 업데이트 필터의 특성이 달라지며, 결 과적으로 이후 예측 과정은 서로 다른 필터 특성으로 보정 된 변위 벡터들에 대해 수행되게 된다.

본 논문에서는 리프팅 웨이블릿 변환 간 모든 변위 벡터 에 대해 동일한 특성의 업데이트 필터를 적용하여 이후 예 측 과정이 동일한 특성으로 보정된 변위 벡터들에 대해 수 행되도록 하기 위해, 각 정점과 연결된 간선의 개수로 정의 되는 valence에 기반하여 업데이트를 수행하는 방법을 제 안한다. 제안하는 방법에서는 각 정점별 valence를 계산하 고, 계산된 valence 값으로 정규화시킨 가중치를 사용하여 리프팅 변환의 업데이트 과정을 수행한다. 이때 각 정점별 valence 값은 변위 벡터의 리프팅 변환 이전 부•복호화 과 정 간 동일하게 수행되는 베이스 메쉬의 세분화 과정 안에

$$
\begin{align*}
\text { if valence }=5, \quad X^{\prime} & =X+\frac{1}{8}(a a+b b+c c+d d+e e) \\
& =\frac{11}{16} X+\frac{2}{16}(a+b+c+d+e)-\frac{1}{16}(A+B+C+D+E) \\
\text { if valence }=6, \quad X^{\prime} & =X+\frac{1}{8}(a a+b b+c c+d d+e e+f f) \\
& =\frac{10}{16} X+\frac{2}{16}(a+b+c+d+e+f)-\frac{1}{16}(A+B+C+D+E+F)  \tag{2}\\
\text { if valence }=7, \quad X^{\prime} & =X+\frac{1}{8}(a a+b b+c c+d d+e e+f f+g g) \\
& =\frac{9}{16} X+\frac{2}{16}(a+b+c+d+e+f+g)-\frac{1}{16}(A+B+C+D+E+F+G)
\end{align*}
$$

서 계산된 정보를 저장함으로써, 추가적인 연산 과정 없이 정점별 valence 정보를 리프팅 변환 업데이트 과정에 사용 할 수 있다. 제안하는 정점 valence 기반 리프팅 변환 업데 이트는 식 (3)과 같이 수행된다.
signal $[v 1]=\operatorname{signal}[v 1]+\left(\frac{1}{\text { valence }[v 1]}\right) \times \operatorname{signal}[v]$
signal $[v 2]=\operatorname{signal}[v 2]+\left(\frac{1}{\text { valence }[v 2]}\right) \times \operatorname{signal}[v]$

식 (3)에서 $v$ 는 현재 리프팅 변환 예측 과정에서 예측 대상이 된 상위 LoD 의 정점이며, $v 1$ 과 $v 2$ 는 예측 과정에 서 예측자로 사용되어 업데이트 대상이 되는 하위 LoD 의 정점들이다. 또한 signal은 해당 정점의 변위 벡터 값을 의미하며, valence 는 해당 정점의 valence 값을 의미한다.

그림6 (a)에서 정점 valence 기반 가중치를 사용해서 변 위 벡터 $X$ 를 업데이트 하는 과정은 식 (4)와 같이 나타낼 수 있다.

식 (4)를 통해 정점 valence 기반 가중치로 업데이트를 수행하는 경우에는, 정점의 valence와 관계없이 현재 변위 벡터 성분과 인접 변위 벡터 성분이 항상 동일한 비율로

반영되는 것을 확인할 수 있다. 항상 기존 변위 벡터 성분의 절반이 유지되며, 절반의 인접 변위 벡터 성분이 더해진다. 업데이트 식 (4)를 필터링 관점에서 표현하면 그림6 (c)와 같은 필터 계수로 나타낼 수 있으며, 모든 변위 벡터에 대해 현재 성분의 절반을 보존하는 특성을 가진 저대역 통과 필 터가 동일하게 적용되는 것을 확인할 수 있다. 따라서 현재 업데이트 과정 이후 예측 과정은 동일한 특성으로 보정된 변위 벡터들에 대해 수행되어, 예측 성능의 향상을 기대할 수 있다. 정점의 valence에 기반하여 결정된 가중치에 더해, 식 (6)과 같이 특정 상수값 $K$ 를 곱하여 업데이트 과정을 수행할 수 있다.

$$
\begin{align*}
& \text { signal }[v 1]=\operatorname{signal}[v 1]+\left(\frac{K}{\text { valence }[v 1]}\right) \times \operatorname{signal}[v] \\
& \text { signal }[v 2]=\operatorname{signal}[v 2]+\left(\frac{K}{\text { valence }[v 2]}\right) \times \text { signal }[v] \tag{6}
\end{align*}
$$

그림6 (a)에서 valence가 6인 경우, 특정 상수값 $K$ 에 따 라 변위 벡터 $X$ 를 업데이트 하는 과정은 식 (6)과 같이 나 타낼 수 있다.
식 (5)를 통해 큰 상수값이 곱해질수록 유지되는 현재

$$
\begin{align*}
\text { if valence }=5, \quad X^{\prime} & =X+\frac{1}{5}(a a+b b+c c+d d+e e) \\
& =\frac{5}{10} X+\frac{2}{10}(a+b+c+d+e)-\frac{1}{10}(A+B+C+D+E) \\
\text { if valence }=6, X^{\prime} & =X+\frac{1}{6}(a a+b b+c c+d d+e e+f f) \\
& =\frac{6}{12} X+\frac{2}{12}(a+b+c+d+e+f)-\frac{1}{12}(A+B+C+D+E+F)  \tag{4}\\
\text { if valence }=7, X^{\prime}= & X+\frac{1}{7}(a a+b b+c c+d d+e e+f f+g g) \\
& =\frac{7}{14} X+\frac{2}{14}(a+b+c+d+e+f+g)-\frac{1}{14}(A+B+C+D+E+F+G) \\
& \\
\text { if } K=0.5, X^{\prime} & =X+\frac{1}{12}(a a+b b+c c+d d+e e+f f) \\
& =\frac{18}{24} X+\frac{2}{24}(a+b+c+d+e+f)-\frac{1}{24}(A+B+C+D+E+F) \\
\text { if } K=1.5, X^{\prime} & =X+\frac{3}{12}(a a+b b+c c+d d+e e+f f)  \tag{5}\\
& =\frac{6}{24} X+\frac{6}{24}(a+b+c+d+e+f)-\frac{3}{24}(A+B+C+D+E+F) \\
\text { if } K=2.0, X^{\prime} & =X+\frac{4}{12}(a a+b b+c c+d d+e e+f f) \\
& =\frac{0}{24} X+\frac{8}{24}(a+b+c+d+e+f)-\frac{4}{24}(A+B+C+D+E+F)
\end{align*}
$$

$$
\begin{align*}
& \text { signal }[v 1]=\text { signal }[v 1]+\left(\frac{K}{\text { valence }[v 1]}\right) \times(\text { LoDBase })^{\max L o D-\text { curLoD }} \times \text { signal }[v]  \tag{7}\\
& \text { signal }[v 2]=\text { signal }[v 2]+\left(\frac{K}{\text { valence }[v 2]}\right) \times(\text { LoDBase })^{\max L o D-c u r L o D} \times \operatorname{signal}[v]
\end{align*}
$$

변위 벡터 성분이 작아지는 것을 확인할 수 있으며, 2 이상 의 상수값이 곱해지는 경우 현재 성분이 소멸하는 것을 확 인할 수 있다. 결과적으로 정점 valence 기반 가중치를 통해 모든 변위 벡터에 대해 동일한 업데이트 필터 특성을 부여 하고, 추가적인 특정 상수값을 곱해줌으로써 해당 업데이 트 필터의 특성을 조절할 수 있다.

제안하는 정점 valence 기반 업데이트 방법에 더해 [15] 에서 제안한 LoD 기반 업데이트 방법을 같이 적용하여 리 프팅 변환 업데이트를 수행할 수 있다. 제안하는 방법과 LoD 기반 업데이트 방법을 같이 사용하는 경우 업데이트 는 식 (7)과 같이 수행된다.

식 (7)에서 LoDBase는 리프팅 변환이 수행됨에 따라 LoD 단위로 감소시킬 업데이트 비율을 의미하며, $\max L o D$ 와 cur LoD 는 각각 최대 LoD 와 현재 리프팅 변 환이 수행되는 LoD 를 의미한다. 해당 업데이트 방법은 정 점 valence 기반 가중치를 통해 모든 변위 벡터에 대해 동일 한 특성의 필터를 적용하고, LoD 기반 가중치를 통해 LoD 단위로 리프팅 변환이 수행됨에 따라 멀어지는 정점 간 거 리를 반영하여 업데이트를 수행한다.

## IV. 실험 결과

본 논문에서 제안하는 방법의 성능을 평가하기 위하여, V-DMC 참조 소프트웨어 TMM v4.0 ${ }^{[16]}$ 에 제안하는 방법을 구현하여 기존 TMM v4.0 성능과의 비교를 수행하였다. 제 안하는 valence 기반 리프팅 변환 업데이트 방법을 구현하 기 위해, 기존 TMM v4.0에서 베이스 메쉬의 세분화 과정 과 변위 벡터의 리프팅 변환 과정을 수정하였다. 기존 베이 스 메쉬의 세분화 과정에서는 베이스 메쉬를 세분화하여 $\mathrm{LoD} 1, \mathrm{LoD} 2, \mathrm{LoD} 3$ 와 같은 상위 LoD 의 정점, 간선 등을 생성하기 위해 각 정점과 연결된 간선 정보를 계산한다. 따라서 계산된 해당 정보를 정점별 valence 정보로 사용

하기 위해 저장하는 부분을 추가하였다. 변위 벡터의 리 프팅 변환 과정에서는 기존에 사용하던 고정 가중치 0.5 대신 정점별 valence 정보로 정규화한 가중치를 사용하여 리프팅 변환 업데이트 과정을 수행하도록 수정하였다. 제안하는 방법의 성능을 평가하기 위한 실험은 V-DMC CTC (Common Test Condition) ${ }^{[18]}$ 의 AI (All Intra)와 LD (Low Delay) 조건에서 진행하였으며, 실험 데이터셋은 $\mathrm{V}-\mathrm{DMC}$ 앵커 데이터셋 ${ }^{[4]}$ 에 포함된 8 개의 동적 메쉬 데이 터를 사용하였다. V-DMC 앵커 데이터셋은 Category1-A로 분류된 longdress, soldier 동적 메쉬, Category1-B로 분류된 basketball, dancer 동적 메쉬, Category1-C로 분류된 football, levi, mitch, thomas 동적 메쉬 데이터를 포함하며, 각 동적 메쉬 데이터는 300 프레임으로 구성된다. 본 논문에서 는 각 동적 메쉬 데이터의 첫 32 프레임을 사용했으며, 각 동적 메쉬 데이터에 대해 목표 비트율 R1 ~R5 환경을 적 용하여 실험을 진행하였다. 이때, 목표 비트율 R1은 3~5 Mbps, R2는 $5 \sim 9 \mathrm{Mbps}, \mathrm{R} 3$ 는 $10 \sim 12 \mathrm{Mbps}, \mathrm{R} 4$ 는 $14 \sim 16$ Mbps, R5는 $21 \sim 25 \mathrm{Mbps}$ 의 목표 비트율 환경을 의미한다. 실험은 $\operatorname{Intel}(\mathrm{R}) \mathrm{i} 7-10$ 세대 107002.9 GHz 프로세서, 64 G RAM, Ubuntu 20.04 운영체제 환경에서 진행하였다.
표 1 은 $\mathrm{TMM} v 4.0$ 에서 기존 고정된 가중치 0.125 를 통해 리프팅 변환 업데이트를 수행하여 동적 메쉬를 압축한 결 과 대비 제안하는 정점 valence 기반 가중치를 통해 리프팅 변환 업데이트를 수행하여 동적 메쉬를 압축한 결과의 point cloud 기반 BD-Rate 성능을 나타낸다. 이때 정점별 valence로 정규화한 가중치만의 성능을 평가하기 위해 별 도의 상수값 곱셈 없이 실험을 진행하였다. 성능 비교 평가 를 위한 point cloud 기반 BD-Rate 측정법 중 D1 PSNR은 원본 메쉬의 정점과 복원된 메쉬의 정점 간 오차의 평균을 나타내는 정점-대-정점 측정법이며, D 2 PSNR 은 복원된 메 쉬의 정점을 해당하는 원본 메쉬의 평면에 정사영하여 측 정한 오류의 평균을 나타내는 정점-대-평면 측정법이다. $\mathrm{V}-\mathrm{DMC}$ 에서 복원된 변위 벡터는 복원된 메쉬의 정점과 원

본 메쉬의 정점 간 유사도를 결정하기 때문에, 본 논문에서 는 point cloud 기반 $\mathrm{BD}-$ Rate 측정법 D 1 PSNR 과 D 2 PSNR에 초점을 맞춰 성능을 측정하였다. 표 1 의 성능 비교 결과를 통해 point cloud 기반 BD-rate D1 PSNR이 AI 환경 에서 Category1-A는 평균 - $1.4 \%$, Category1-B는 평균 $2.1 \%$, Categoryl-C는 평균 $-3.4 \%$ 로 모든 동적 메쉬 데이 터셋에 대해서 향상되어 전체 평균 $-2.6 \%$ 의 성능이 향상 됨을 확인할 수 있으며, LD 환경에서 Category1-A는 평균 $-1.6 \%$, Category1-B는 평균 - $1.9 \%$, Category1-C는 평균 $-2.6 \%$ 로 모든 동적 메쉬 데이터셋에 대해서 향상되어 전 체 평균 $-2.2 \%$ 의 성능이 향상됨을 확인할 수 있다. 또한 D 2 PSNR 이 AI 환경에서 Category1-A는 평균 $-1.3 \%$, Categoryl-B는 평균 - $2.1 \%$, Categoryl-C는 평균 - 3.4\% 로 모든 동적 메쉬 데이터셋에 대해서 향상되어 전체 평균 $-2.6 \%$ 의 성능이 향상됨을 확인할 수 있으며, LD 환경에서 Category1-A는 평균 - $1.6 \%$, Category1-B는 평균 - $1.9 \%$, Category1-C는 평균 $-2.7 \%$ 로 모든 동적 메쉬 데이터셋에 대해서 향상되어 전체 평균 $-2.2 \%$ 의 성능이 항상됨을 확 인할 수 있다. 이는 기존 TMM v4.0에서 고정된 가중치 0.125 를 사용해 서로 다른 특성의 필터로 변위 벡터를 업데 이트하고 서로 다른 특성으로 보정된 변위 벡터에 대해 이 후 예측 과정을 수행하는 것과 대비하여, 제안하는 valence 기반 가중치를 사용해 동일한 특성의 필터로 변위 벡터를 업데이트하고 동일한 특성으로 보정된 변위 벡터에 대해

이후 예측 과정을 수행함으로써, 변위 벡터의 리프팅 변환 간 예측 성능이 향상되어 압축 성능이 향상된 결과라고 볼 수 있다. 정점의 위치, 표면 등과 같은 메쉬 기하 정보의 압축 성능을 나타내는 D1 PSNR과 D2 PSNR이 향상됨과 는 반대로, 색상 등과 같은 메쉬 속성 정보의 압축 성능을 나타내는 Chroma Cb PSNR과 Chroma Cr PSNR은 전체적 으로 하락한 것을 확인할 수 있다. 메쉬의 색상 정보를 포함 하는 텍스처맵은 제안하는 방법으로 복원된 메쉬의 기하 정보에 맞게 재생성된 후, 비디오 코덱을 통해 손실 압축 방식으로 압축된다. 이때 텍스처맵은 3D 메쉬의 PSNR이 아닌 2D 텍스처맵 이미지의 PSNR을 목적함수로 손실 압 축되며, 특히 텍스처맵의 chroma 성분의 경우 비디오 코덱 의 입력으로 들어가기 전 4:2:0 포맷으로 다운샘플링 되기 때문에, 결과적으로 일부 메쉬 데이터에서 메쉬 기하 정보 의 PSNR 향상이 색상 정보의 PSNR 향상으로 이어지지 못 하고, Chroma PSNR이 소량 감소하는 것으로 판단된다. 추 가적으로 표 1 의 성능 비교 결과를 통해 AI 환경에서 부호 화 시간이 $100 \%$, 복호화 시간이 $101 \%$ 이고, LD 환경에서 부호화 시간이 $100 \%$, 복호화 시간이 $100 \%$ 로 별도의 부복호화 시간이 증가하지 않은 것을 확인할 수 있다. 이는 기존 부•복호화 간 수행되는 베이스 메쉬의 세분화 과정 에서 계산된 각 정점과 연결된 간선 정보를 저장하여 정점 별 valence 정보로 사용함으로써, 별도의 valence 계산과정 이 추가되지 않은 결과라고 볼 수 있다.

표 1. TMM v4.0 대비 정점 valence 기반 리프팅 변환 업데이트 방법의 BD-Rate 성능
Table 1. BD-Rate performance of vertex valence based lifting update method compared to TMM v4.0

| Condition | Sequence | Pointcloud-based BD Rate [\%] |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | D1 | D2 | Luma | Chroma Cb | Chroma Cr |
| AI | Cat1-A average | -1.4\% | -1.3\% | -0.2\% | 0.1\% | 0.2\% |
|  | Cat1-B average | -2.1\% | -2.1\% | -0.3\% | 0.2\% | 0.1\% |
|  | Cat1-C average | -3.4\% | -3.4\% | -0.6\% | 0.6\% | 0.2\% |
|  | Overall average | -2.6\% | -2.6\% | -0.4\% | 0.4\% | 0.2\% |
|  | Avg. Enc Time [\%] | 100\% |  |  |  |  |
|  | Avg. Dec Time [\%] | 101\% |  |  |  |  |
| LD | Cat1-A average | -1.6\% | -1.6\% | -0.3\% | -0.5\% | 3.5\% |
|  | Cat1-B average | -1.9\% | -1.9\% | -0.2\% | 0.1\% | 0.0\% |
|  | Cat1-C average | -2.6\% | -2.7\% | -0.5\% | 0.4\% | -0.1\% |
|  | Overall average | -2.2\% | -2.2\% | -0.4\% | 0.1\% | 0.8\% |
|  | Avg. Enc Time [\%] | 100\% |  |  |  |  |
|  | Avg. Dec Time [\%] | 100\% |  |  |  |  |

표 2. LoD 기반 리프팅 변환 업데이트 방법 대비 정점 valence 기반 방법과 LoD 기반 방법을 모두 사용한 리프팅 변환 업데이트 방법의 BD-Rate 성능
Table 2. BD-Rate performance of lifting update method with vertex valence based and LoD based weight compared to lifting update method with LoD based weight

| Condition | Sequence | Pointcloud-based BD Rate [\%] |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | D1 | D2 | Luma | Chroma Cb | Chroma Cr |
| AI | Cat1-A average | 0.1\% | 0.1\% | 0.1\% | -0.1\% | -0.2\% |
|  | Cat1-B average | 0.0\% | -0.1\% | 0.1\% | 0.1\% | -0.3\% |
|  | Cat1-C average | -1.6\% | -1.7\% | -0.3\% | -0.2\% | -0.2\% |
|  | Overall average | -0.8\% | -0.8\% | -0.1\% | -0.1\% | -0.2\% |
|  | Avg. Enc Time [\%] | 99\% |  |  |  |  |
|  | Avg. Dec Time [\%] | 100\% |  |  |  |  |
| LD | Cat1-A average | 0.0\% | -0.1\% | 0.0\% | 0.2\% | 0.3\% |
|  | Cat1-B average | 0.0\% | -0.1\% | 0.1\% | 0.0\% | -0.2\% |
|  | Cat1-C average | -1.2\% | -1.3\% | 0.0\% | 0.0\% | -0.2\% |
|  | Overall average | -0.6\% | -0.7\% | 0.0\% | 0.1\% | -0.1\% |
|  | Avg. Enc Time [\%] | 100\% |  |  |  |  |
|  | Avg. Dec Time [\%] | 99\% |  |  |  |  |

표 2 는 TMM v4.0에서 LoD 기반 가중치 ${ }^{[15]}$ 를 사용해 리 프팅 변환 업데이트를 수행하여 동적 메쉬를 압축한 결과 대비 LoD 기반 가중치와 제안하는 정점 valence 기반 가중 치를 같이 사용해 리프팅 변환 업데이트를 수행하여 동적 메쉬를 압축한 결과의 point cloud 기반 BD-Rate 성능을 나 타낸다. 이때 LoD 기반 가중치에서 LoDBase 는 0.75 로 설정하였으며, 정점별 valence로 정규화한 가중치에는 상 수값 1.4 를 곱하여 실험을 진행하였다. 해당 파라미터 값은 실험적으로 구한 최적의 파라미터 값으로, 제안한 방법의 최고 성능을 비교 평가하기 위해 사용하였다. 표 2 의 성능 비교 결과를 통해 point cloud 기반 BD-rate D1 PSNR이 AI 환경에서 Category1-C는 평균 $-1.6 \%$ 로 향상되었으며 전체 평균 $-0.8 \%$ 의 성능이 향상됨을 확인할 수 있으며, LD 환경에서 Category1-C는 평균 $-1.2 \%$ 로 향상되었으며 전체 평균 $-0.6 \%$ 의 성능이 향상됨을 확인할 수 있다. 또한 D 2 PSNR 이 AI 환경에서 Category1-C는 평균 - $1.7 \%$ 로 향상되었으며 전체 평균 $-0.8 \%$ 의 성능이 향상됨을 확인할 수 있으며, LD 환경에서 Category1-C는 평균 - $1.3 \%$ 로 향 상되었으며 전체 평균 $-0.7 \%$ 의 성능이 향상됨을 확인할 수 있다. 표 2 의 실험은 LoD 기반 업데이트 방법에 제안하 는 valence 기반 업데이트 방법이 추가로 적용되었을 때의 성능을 평가하기 위해 진행하였다. 결과적으로 LoD 기반 가중치를 통해 서로 다른 LoD 간 특성이 고려된 업데이트

필터에, valence 기반 가중치로 한 LoD 내에서 동일한 필터 특성을 적용함으로써 압축 성능이 향상됨을 확인하였다. 표 1의 실험 결과와 마찬가지로 기존 베이스 메쉬의 세분화 과정에서 계산된 각 정점과 연결된 간선 정보를 정점별 valence 정보를 사용하기 때문에, 표 2 의 성능 비교 결과에서 AI 환경에서의 부호화 시간이 $100 \%$, 복호화 시간이 $99 \%$ 이 고, LD 환경에서의 부호화 시간이 $100 \%$, 복호화 시간이 $99 \%$ 로 별도의 부•복호화 시간이 증가하지 않은 것을 확인 할 수 있다.
표 3 은 TMM v 4.0 에서 기존 고정된 가중치 0.125 를 사용 해 리프팅 변환 업데이트를 수행하여 동적 메쉬를 압축한 결과 대비 LoD 기반 가중치와 제안하는 정점 valence 기반 가중치를 같이 사용해 리프팅 변환 업데이트를 수행하여 동적 메쉬를 압축한 결과의 point cloud 기반 BD-Rate 성능 을 나타낸다. 표 2 의 실험과 동일하게 LoD 기반 가중치에 서 LoDBase는 0.75 로 설정하고, 정점별 valence로 정규 화한 가중치에는 상수값 1.4 를 곱하여 실험을 진행하였다. 표 3의 성능 비교 결과를 통해 point cloud 기반 BD-rate D1 PSNR이 AI 환경에서 Category1-A는 평균 $-2.9 \%$, Categoryl-B는 평균 $-4.9 \%$, Category1-C는 평균 $-3.8 \%$ 로 모든 동적 메쉬 데이터셋에 대해서 향상되어 전체 평균 $-3.9 \%$ 의 성능이 향상됨을 확인할 수 있으며, LD 환경에서 Category1-A는 평균 - 3.1\%, Category1-B는 평균 - 4.8\%,

표 3. TMM v4.0 대비 정점 valence 기반 방법과 LoD 기반 방법을 모두 사용한 리프팅 변환 업데이트 방법의 BD-Rate 성능
Table 3. BD-Rate performance of lifting update method with vertex valence based and LoD based weight compared to TMM v4.0

| Condition | Class | Sequence | Pointcloud-based BD Rate [\%] |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | D1 | D2 | Luma | Chroma Cb | Chroma Cr |
| Al | Cat1-A | longdress | -2.7\% | -2.5\% | -0.3\% | 0.1\% | 0.0\% |
|  |  | soldier | -3.1\% | -3.0\% | -0.4\% | -0.1\% | 0.9\% |
|  | Cat1-B | basketball | -4.7\% | -4.5\% | -0.4\% | -0.1\% | 0.9\% |
|  |  | dancer | -5.1\% | -4.9\% | -1.0\% | 0.4\% | 0.9\% |
|  | Cat1-C | football | -1.6\% | -2.4\% | -0.4\% | 0.5\% | 0.1\% |
|  |  | levi | -2.5\% | -2.5\% | -1.1\% | 0.2\% | 0.2\% |
|  |  | mitch | -6.4\% | -6.0\% | -0.8\% | 0.0\% | -0.4\% |
|  |  | thomas | -4.8\% | -4.3\% | -1.0\% | 1.8\% | 0.5\% |
|  | Cat1-A average |  | -2.9\% | -2.7\% | -0.3\% | 0.0\% | 0.4\% |
|  | Cat1-B average |  | -4.9\% | -4.7\% | -0.7\% | 0.2\% | 0.9\% |
|  | Cat1-C average |  | -3.8\% | -3.8\% | -0.9\% | 0.6\% | 0.1\% |
|  | Overall average |  | -3.9\% | -3.8\% | -0.7\% | 0.4\% | 0.4\% |
|  | Avg. Enc Time [\%] |  | 100\% |  |  |  |  |
|  | Avg. Dec Time [\%] |  | 99\% |  |  |  |  |
| LD | Cat1-A | longdress | -4.6\% | -4.3\% | -0.4\% | 0.0\% | -0.1\% |
|  |  | soldier | -1.5\% | -1.5\% | -0.8\% | -1.4\% | 6.3\% |
|  | Cat1-B | basketball | -4.7\% | -4.5\% | -0.4\% | -0.1\% | 0.9\% |
|  |  | dancer | -5.0\% | -4.7\% | -0.8\% | -0.2\% | 0.3\% |
|  | Cat1-C | football | -1.3\% | -2.0\% | -0.5\% | 0.6\% | 0.2\% |
|  |  | levi | -2.6\% | -2.4\% | -1.4\% | -0.1\% | -0.6\% |
|  |  | mitch | -3.9\% | -3.9\% | -0.2\% | -0.2\% | 0.1\% |
|  |  | thomas | -4.9\% | -4.7\% | -0.2\% | 3.9\% | -0.9\% |
|  | Cat1-A average |  | -3.1\% | -2.9\% | -0.6\% | -0.7\% | 3.1\% |
|  | Cat1-B average |  | -4.8\% | -4.6\% | -0.6\% | -0.1\% | 0.6\% |
|  | Cat1-C average |  | -3.2\% | -3.2\% | -0.6\% | 1.0\% | -0.3\% |
|  | Overall average |  | -3.6\% | -3.5\% | -0.6\% | 0.3\% | 0.8\% |
|  | Avg. Enc Time [\%] |  |  |  | 100\% |  |  |
|  | Avg. Dec Time [\%] |  | 100\% |  |  |  |  |

Category1-C는 평균 - $3.2 \%$ 로 모든 동적 메쉬 데이터셋에 대해서 향상되어 전체 평균 $-3.6 \%$ 의 성능이 항상됨을 확 인할 수 있다. 또한 D 2 PSNR 이 AI 환경에서 Category1-A 는 평균 $-2.7 \%$, Category1-B는 평균 $-4.7 \%$, Categoryl-C 는 평균 $-3.8 \%$ 로 모든 동적 메쉬 데이터셋에 대해서 향상 되어 전체 평균 $-3.8 \%$ 의 성능이 향상됨을 확인할 수 있으 며, LD 환경에서 Category1-A는 평균 - $2.9 \%$, Category $1-\mathrm{B}$ 는 평균 $-4.6 \%$, Category1-C는 평균 $-3.2 \%$ 로 모든 동 적 메쉬 데이터셋에 대해서 향상되어 전체 평균 - $3.5 \%$ 의 성능이 향상됨을 확인할 수 있다. 이는 LoD 기반 가중치로 서로 다른 LoD 간의 거리 특성을 업데이트 필터에 반영하 고, 정점별 valence 기반 가중치로 한 LoD 내에서 동일한 필터 특성을 갖게 해줌으로써, 기존 고정 가중치만을 사용 하여 업데이트 필터를 적용하였을 때 대비 변위 벡터의 리

프팅 변환 압축 성능이 향상된 결과라고 볼 수 있다. 추가적 으로, LoD 기반 가중치는 LoD 당 한 번에 실수 연산으로 계산되며, valence 기반 가중치는 기존 베이스 메쉬의 세분 화 과정에서 사용되던 정보로 계산되기 때문에 별도의 부 복호화 시간이 증가하지 않고 압축 성능이 향상된 것 을 확인할 수 있다.

## v. 결 론

본 논문에서는 MPEG에서 표준화가 진행 중인 동적 메 쉬 압축 표준 V-DMC 기술에서 각 정점의 valence에 기반 하여 변위 벡터의 리프팅 웨이블릿 변환 업데이트 과정을 수행하는 방법을 제안하였다. 제안하는 방법에서는 메쉬의

각 정점에서 valence를 계산하고, 계산된 valence 값으로 정 규화한 가중치를 업데이트 가중치로 사용함으로써, 각 정 점의 변위 벡터에 대해서 동일한 특성을 가진 필터로 리프 팅 변환 업데이트를 수행한다. 제안하는 방법은 별도의 부 •복호화 시간 증가 없이 point cloud 기반의 BD-rate (D1 PSNR)가 기존 TMM v 4.0 대비 $\mathrm{AI}, \mathrm{LD}$ 환경에서 각각 평균 $-2.6 \%,-2.2 \%$ 향상된 성능을 보였으며, 이를 통해 메쉬 변위 벡터의 압축 효율이 향상됨을 확인하였다. 또한 제안하는 방법과 기존 선행 연구에서 제안된 LoD 기반 업 데이트 방법 ${ }^{[15]}$ 를 같이 고려하여 리프팅 웨이블릿 변환 업 데이트를 수행한 결과, point cloud 기반의 BD-rate (D1 PSNR )가 기존 TMM v4.0 대비 $\mathrm{AI}, \mathrm{LD}$ 환경에서 각각 평 균 $-3.9 \%,-3.6 \%$ 향상되는 것을 확인하였다.
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