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Abstract

The images obtained from low-altitude cluster satellites suffers from lower quality and resolution compared to those acquired
from satellites positioned in medium or geostationary orbits, leading to reduced efficiency in surveillance and reconnaissance. This
paper proposes a method that enhances the quality of low-resolution satellite imagery by employing Super-Resolution (SR)
technology and subsequently improves detection performance by identifying targets within the enhanced imagery. The experiments
analyze the performance of various SR neural networks concerning satellite images and demonstrated that by integrating various
SR neural networks with the prominent detection neural network, Rotated RetinaNet, it is possible to enhance detection
performance. This combination of SR neural network and established detection framework leads to improvements in the overall
accuracy and reliability of surveillance and reconnaissance.
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Fig. 2. Detection Results: (a) Low-resolution image, (b) 2x SR image uisng SwinIR, (c) 2x SR image uisng HAT-L

1. SR
Fig. 1. Integrated framework for Super-Resolution and Target Detection using preprocessing with super-resolution imaging
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x2 PSNR mAP
LR image - 0.56
SwinIR 25.98 0.58
HAT-L 25.98 0.57

1. 2
(PSNR) (mAP)

Table 1. SR Performance (PSNR) and Detection Performance (mAP)
for Low-Resolution Images and its 2x Super_Resolution Images

x4 PSNR mAP
LR image - 0.50
ESRGAN 26.71 0.65
SwinIR 27.05 0.58
HAT-L 29.56 0.61

2. 4

(PSNR) (mAP)
Table 2. SR Performance (PSNR) and Detection Performance (mAP)
for Low-Resolution Images and its 4x Super-Resolution Images

.

.

SR ,

. ,

SR

.

SR

SR .

SR

.

(References)

[1] W. Yang, X. Zhang, Y. Tian, W. Wang, J. -H. Xue and Q.Liao, “Deep
Learning for Single Image Super-Resolution: ABrief Review,” in IEEE
Transactions on Multimedia, vol.21, No.12, pp.3106-3121, Dec 2019.
doi: https://doi.org/10.1109/TMM.2019.2919431

[2] Cao, Jiezhang, et al. “Reference-based image super-resolution with
deformable attention transformer,” European conference on computer
vision, Switzerland, pp.325-345, 2022.
doi: https://doi.org/10.1007/978-3-031-19797-0_19

[3] M. Kawulok, P. Benecki, S. Piechaczek, K. Hrynczenko, D. Kostrzewa
and J. Nalepa, “Deep Learning for Multiple-Image Super-Resolution,”
in IEEE Geoscience and Remote Sensing Letters, vol.17, no.6,
pp.1062-1066, June 2020.
doi: https://doi.org/10.1109/LGRS.2019.2940483

[4] X. Wang, K. Yu, S. Wu, J. Gu, Y. Liu, C. Dong, Y. Qiao and C. -C.
Loy, “Esrgan: Enhanced super-resolution generative adversarial
networks,” Proceedings of the European conference on computer
vision workshops, 2018.
doi: https://doi.org/10.48550/arXiv.1809.00219

[5] j. Liang, j. Cao, G. Sun, K. Zhang, L. -V. Gool and R. Timofte,
“SwinirL Image restoration using swin transformer,” Proceedings of
the IEEE/CVF international conference on computer vision,
pp.1833-1844, 2021.
doi: https://doi.org/10.48550/arXiv.2108.10257

[6] X. Chen, X. Wang, J. Zhou, Y. Qiao and C. Dong, “Activating more
pixels in image super-resolution transformer,” Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition,
pp.22367-22377, 2023.
doi: https://doi.org/10.48550/arXiv.2205.04437

[7] T. -Y. Lin, P. Goyal, R. Girshick, K. He and P. Dollar, “Focal loss for
dense object detection,” Proceedings of the IEEE international
conference on computer vision, pp.2980-2988, 2017.
doi: https://doi.org/10.48550/arXiv.1708.02002

[8] J. Ding, N. Xue, G. -S. Xia, X. Bai, W. Yang, M. -Y. Yang, S.
Belongie, J. Luo,M. Datcu,M. Pelillo andL. Zhang, “Object Detection
in Aerial Images: A Large-Scale Benchmark and Challenges,” in IEEE
Transactions on Pattern Analysis and Machine Intelligence, vol.44,
No.11, pp.7778-7796, Nov 2022.
doi: https://doi.org/10.1109/TPAMI.2021.3117983

(a) (b) (c) (d)

3. : (a) , (b) ESRGAN 4 , (c) SwinIR 4

, (d) HAT-L 4
Fig. 3. Detection Results: (a) Low-resolution image, (b) 4x SR image uisng ESRGAN, (c) 4x SR image uisng SwinIR,
(d) 4x SR image uisng HAT-L


