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Performance Analysis of VGGT with Denoising under Various
Compression Levels in Lossy Compression
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Abstract

Recent advancements in large-scale vision transformer models, including VGGT, have significantly improved the ability to
interpret complex 3D scenes. However, most of these models are trained and evaluated using uncompressed data, overlooking the
impact of lossy compression commonly present in real-world scenarios. Compression artifacts caused by lossy compression can
degrade the scene understanding performance of 3D vision models. In this study, we investigate the impact of compression artifacts
on VGGT, a representative model for 3D scene understanding, to assess its robustness in practical environments. We select nine
categories from the CO3Dv2 dataset and apply various compression levels using commonly used codecs: JPEG for images and
AVC for video. The model's performance is evaluated by comparing its camera pose estimation, depth estimation, and point map
reconstruction accuracy against the original ground truth data. Experimental results indicate that degradation becomes noticeable
when using AVC at QP > 42 and JPEG at Quality < 20. These findings suggest the importance of considering lossy
compression distortion when deploying transformer-based 3D vision models in real-world applications.
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Fig. 1. Overall framework used in this paper. The input images are compressed using standard codecs: JPEG for images and
AVC for videos. Each frame is fed into VGGT to infer point maps and camera poses.
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Z12 2. CO3Dv2 H|O|E{AQ| plant FHE|U2[0f CHEH VGGTL| EOIE B F2 & Al2tst 21t
(%l: JPEG Quality 70, 10, Of2: AVC QP 27, 47)

Fig. 2. Inferred point maps by VGGT for the Plant category on the CO3Dv2 dataset
(Top: JPEG Quality 70 (left) and 10 (right); Bottom: AVC QP 27 (left) and 47 (right))

2! 3. CO3Dv2 HIO|E{MI2| backpack ZHE|112[0] CHEH VGGTL| ZOIE W F2 F Azt Z1f
(%l: JPEG Quality 70, 10, Of2: AVC QP 27, 47)

Fig. 3. Inferred point maps by VGGT for the backpack category on the CO3Dv2 dataset
(Top: JPEG Quality 70 (left) and 10 (right); Bottom: AVC QP 27 (left) and 47 (right))
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Fig. 4. Inferred Point maps by VGGT for each category at different compression levels; scenes with failed predictions are left empty.
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¥ 1. VGGT| olae JPEG UZE O[0|X|Z ARZSIQIE el 2AF 2o
ME ZEQIE Mol ZOIE = TR, W7 IME SH0| 7k A2 F7i0|H,
utEt M= Stto 7P‘F Z T 90|

Table 1. The mean of the number of points in the point map when
JPEG-compressed images are used as input to VGGT. Red text in-
dicates the QF with the highest mean number of points, while blue

text indicates the QF with the lowest mean number of points.

3. 0|0|X| TH| A= HIO|EE VGGT YHZ ARZ3lE M, &% =0
M= Chamfer distance L. W7t M= 512H0| 718 M2 F1710|04, o2t
M= steto] 7ta 2 &F F2ke o)

Table 3. The mean of the chamfer distance in the point map when
JPEG-compressed images are used as input to VGGT. Red text in-
dicates the QF with the highest mean chamfer distance, while blue
text indicates the QF with the lowest mean of chamfer distance.

Methods Mean of number of points Methods Chamfer Distance
RAW 26,615 RAW 3.4801
Q70 25,235 Q70 3.4801
Q 50 22,855 Q 50 3.5059
JPEG Q 30 20,013 JPEG Q 30 3.5075
Q 20 16,038 Q 20 3.5226
Q 10 15,356 Q 10 3.5400

£ 2. VGGTe| 228 AVC 258 0[0jR2 AI3I%S el 9% 2|
12 EoIE Yo EoIE 4 BF. W7k M= S0l I K2 T2000)
T 24l telol JkE 2 oE g o

Table 2. The mean of the number of points in the point map when
AVC-compressed images are used as input to VGGT. Red text in-
dicates the QP with the highest mean number of points, while blue
text indicates the QP with the lowest mean number of points.

H 4. 524 39 9% G0[ES VGGT YO AIBHS 1, 2% Lo
MHE Chamfer distance Tz W7t SM= o240] 7HE A2 F1210|0, mpet

SM= StEio] 718 2 o4F FE 20|

Table 4. The mean of chamfer distance in the point map when

AVC-compressed images are used as input to VGGT. Red text in-

dicates the QP with the highest mean chamfer distance, while blue

text indicates the QP with the lowest mean of chamfer distance.

Methods Mean of number of points
RAW 26,615
QP 27 26,174
QP 32 24,492
AVC QP 37 22,597
QP 42 20,149
QP 47 16,450

2 499S o VGGT Rdo] A= =
T2 H7}sl7] Ysi A Chamfer DistanceS
H7MAEZ A28tk Chamfer Distances & d JE

oJH

21 (1) #Zol7}F 2245 F AFo] FAHS oJv]gitt
X 3, 494 B F QI%o], HFAHoE 45 vt A
dHol sl Ground T z

dep(S1,S2) =

Methods Chamfer Distance

RAW 3.4801

QP 27 3.4721

QP 32 3.4923

AVC QP 37 3.5279

QP 42 3.5615

QP 47 3.5884
Adehe A%E Btk ey 45 FHE aze]el el A
ol¢} Wi &= AIE Hol7|% 33t Laptop 7l ALE]
o] 7%l AVC QP 47, JPEG Quality 102} 7o) 733 o=

o] 2-§% YA Chamfer Distance”} 2382 FHAFTh
°l VGGTE 23 3D FHS FE6k= o] feu
71ezko] Hlo] HhatElE o] Soigts wf Bk g ol
et o1& o olSakA Eake AP gEo g 3

AEth 119 594 Ho|% Laptop 7HAElw ES s1H
ojuf Aol A 7F HALEE o] ERlete] AFA 2
E §g FE3 Aol EI=TE GT7F F23 XUE e

B le€51 mmllx -yllz+ 5, |Zyesz mmIIx - yll5. )
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A\LITIE

T2 5. Laptop O[0|X|2} Ofof CHEt ZQIE W 2 ANt (ZAMHZ U 0|0|X|, ZRIE M AL AJM, HM A[H)
Fig. 5. Input images of the Laptop category and the corresponding point maps inferred by VGGT (from left to right: input image, top-view

of the point map, and side-view of the point map)

VGGT7} &3 7hl e} 29 A9=2 H7istr] fls)
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ek A B7bo) T AL okdel o= ek % 9)
=

1

A@B) =23V 1(e; < 6), AUC@O = Wlaxfo"A(e) .

N

o =9 Fhdlgt £27F GT 28] Q. aKe)7t 6 o8t
W AHOE 7HFEE HES gt 6+ 7t 71
AATE dvsta A&FE 44 Ve AEst &
3 AUC 3ol 45 7Hvgt X2 3o 7|5S 534
Hlgo] E5-5 vsith 45 Akl wE shvek X2 of
Z AUCE % 5, 65 F3te] Bugt

X5, 223 6014 AT £ %ol U Gt AT,
UF AT ARFE FHE 22 o F Ad5o] MukH e
2 AstEE A%S 2ok v ® 7o Jehd Ha
PSNR #3}7} AVCETE JPEGAA o Zgole &

]

JPEG FHox+= AUC@30 2 AUC@I5 7

H 5. VGGT2| 232 JPEG 2FE O|0X|Z ALZSINE o] = 2o
M= AUC Z7te| B3t Wi WYt SMl= S12I0] 7He &2 F1210(0d, mp2t
M= sl 7tE 2 T2k o0

Table 5. The mean of AUC when JPEG-compressed images are used
as input to VGGT. Red text indicates the QF with the highest mean
of AUC, while blue text indicates the QF with the lowest mean of AUC.

Methods AU(C)%3O AU(C)%15 ALECT))@S ALECT))@S
RAW 0.9745 0.8153 0.7327 | 0.6624

Q70 0.9749 0.8155 0.7314 | 0.6603

Q 50 0.9756 0.8173 0.7365 | 0.6656

JPEG Q 30 0.9732 0.8135 0.7257 | 0.6540
Q 20 0.9716 0.8131 0.7168 | 0.6402

Q 10 0.9679 0.8078 0.7054 | 0.6212

E 6. VGGT| S AVC AZE O|0[XZ ARZ3I%E 1ol 24F 2=
M2 AUC T7Io| H3jet B W7t SME sl2lo] 71 &2 F2I0(0, Tzt
M= sl 7t 2 T2 o0

Table 6. The mean of AUC when AVC-compressed images are used
as input to VGGT. Red text indicates the QP with the highest mean
of AUC, while blue text indicates the QP with the lowest mean of AUC.

AUC@30 | AUC@15 | AUC@5 | AUC@3

Methods
(m (m (M (M
RAW 0.9745 0.8153 0.7327 | 0.6624
QP 27 0.9604 0.7941 0.6806 | 0.6032

QP 32 0.9576 0.7920 0.6698 | 0.5862

AVC QP 37 0.9509 0.7788 0.6368 | 0.5386

QP 42 0.9405 0.7655 0.6076 | 0.5111

QP 47 0.9210 0.7312 0.5441 | 0.4370
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¥ 7. 9= o|0X|e] &= Z=o| = PSNR T Laptop 7 278 9] 761 217 %;]\'(0)5"]' SES 70]_11:_0“ 4 9
:;::Igz? Average PSNR as a function of compression level of input o] il TR FAHo] SFAHA O Z o]F oA A] Yt} o]
B oM AFE WAL 98 A7 s)3Fe] mdle] Fhuet
Codec Compression Level PSNR 1 vz A2 A Ee = 6 R el o
QP 27 38.49 T2 FE M e & AR Btk Akl A+
QP 32 36.35 o) Az}, AVClA QP 2710 whe} A5 Asl7t FAEm,
Ave ap 37 34.04 53] B QP F7A EIIE & k291 AUC 3ol o
QP 42 31.56 P ﬁﬁk—— onq_( = 6)
QP 47 28.68
Quality 70 47.33
Quality 50 40.46 C20|= A 2 &= o Aot
JPEG Quality 30 38.50
Quality 20 35.95 V"o A= ok ik qlE sdAle] 3D A BaA
Quality 10 31.59 L waE 2457 98, COIDv2 HolHAL TE FH
2ol sl 17149 t® A& HEVC, VVCE ZH7 QP
Ao Wa) dE A5 felnd TS FA gtk 27, 32, 37 AL 4F HAE HolHAS TN
Z JPEG FTE|el| A= gtEo] 7|4 ® thekdel shve t. o|%, jEA 9 Eﬁﬂfﬂ M o)z AA mol
25 ¥4 3] &ty & 4 Atk ©l= JPEGY] STDF, RFDA, STFFE &-&3le] £33} JAHe] 9= o}g
AFAQ QLS ABHAIZIEA §F5dhs W o] o] r]A] HEES 727 H, 83 ZHYES VGGT g9 oY

2 AgHoz s43t= Vision Transformer!'>?! 7]u+e) o7 ARgsle] FHHEl 2 oS A9 AUC@3O0,
VGGTAAME & e FA & 208 F4Hr) g4, AUC@I15, AUC@5, AUC@3, 183 EQ1E W] o= 2
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Fig. 6. Trends in VGGT inference performance under AVC compression. For nine representative categories, changes in the mean number of

points, Chamfer Distance, AUC@30, and AUC@15 are shown using RAW and AVC inputs (QP 27, 32, 37, 42, and 47). Stronger compression
(QP 42-47) leads to larger performance degradation.
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Table 8. Camera Pose estimation and point map prediction results for HEVC-compressed frames at QP 27 and for the denoising model. Red
indicates the best performance excluding VGGT inference result on RAW input.

Camera pose estimation Point map estimation
Method Completeness Chamfer
AUC@30 (1) | AuC@15 (1) AUC@5 (1) AUC@3 (1) Accuracy () ) Distance (|)
RAW 0.8878 0.8232 0.6713 0.5742 0.1674 1.2470 0.7072
Compressed

(HEVC, QP 27) 0.8391 0.7380 0.5089 0.3824 0.1686 1.2473 0.7080
STDF 0.8358 0.7497 0.5388 0.4155 0.1627 1.2480 0.7053
RFDA 0.8258 0.7187 0.4792 0.3547 0.1689 1.2380 0.7035
STFF 0.8252 0.7148 0.4710 0.3383 0.1700 1.2376 0.7038

9. HEVC ZH9| QP 32 &% =22 3 =0|= M Z2oj| CHet 7io2t == of
Heleh 21 452 9ol

Table 9. Camera Pose estimation and point map prediction results for HEVC-compressed frames at QP 32 and for the denoising model. Red
indicates the best performance excluding VGGT inference result on RAW input.
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Camera pose estimation Point map estimation
Method Completeness Chamfer
AUC@30 (1) | AuC@15 (1) AUC@5 (1) AUC@3 (1) Accuracy () () Distance (1)
RAW 0.8878 0.8232 0.6713 0.5742 0.1674 1.2470 0.7072
Compressed

(HEVC, QP 32) 0.8725 0.7853 0.5808 0.4587 0.1604 1.2789 0.7197
STDF 0.8669 0.7809 0.5851 0.4704 0.1559 1.2786 0.7172
RFDA 0.8640 0.7756 0.5773 0.4618 0.1609 1.2770 0.7189
STFF 0.8628 0.7722 0.5696 0.4536 0.1608 1.2773 0.7190

F 10. HEVC ZHo| QP 37 & Zaj|e! & =0|= H7{ 2Hlojl CHat 72t = ofF, ZOIE W of
Mol 21 452 9ol

Table 10. Camera Pose estimation and point map prediction results for HEVC-compressed frames at QP 37 and for the denoising model. Red
indicates the best performance excluding VGGT inference result on RAW input.
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Camera pose estimation Point map estimation
Method Completeness Chamfer
AUC@30 (1) | AuC@15 (1) AUC@5 (1) AUC@3 (1) Accuracy () ) Distance (|)
RAW 0.8878 0.8232 0.6713 0.5742 0.1674 1.2470 0.7072
Compressed

(HEVC, QP 37) 0.8368 0.7412 0.5160 0.3898 0.1526 1.3131 0.7328
STDF 0.8414 0.7417 0.5086 0.3834 0.1493 1.3050 0.7271
RFDA 0.8506 0.7559 0.5281 0.4060 0.1552 1.3030 0.7291
STFF 0.8430 0.7538 0.5482 0.4322 0.1561 1.3055 0.7308

E 11. VWC 29| QP 27 2= =Zg|el & =0|= M ZHoi| st 7ot ZX ofF, ZOIE Y ofF Zxf. W72 RAWO ThEH VGGT F&2 ZnE
Helgt 21 =2 20|

Table 11. Camera Pose estimation and point map prediction results for VVC-compressed frames at QP 27 and for the denoising model. Red
indicates the best performance excluding VGGT inference result on RAW input.

Camera pose estimation Point map estimation
Method Completeness Chamfer
AUC@30 (1) | AUC@15 (1) | AUC@5 (1) AUC@3 (1) | Accuracy (1) (1) Distance ()
RAW 0.8878 0.8232 0.6713 0.5742 0.1674 1.2470 0.7072
Compressed
(WC, QP 27) 0.8558 0.7658 0.5461 0.4246 0.1694 1.2468 0.7081
STDF 0.8562 0.7695 0.5673 0.4455 0.1625 1.2445 0.7035
RFDA 0.8434 0.7441 0.5156 0.3933 0.1683 1.2419 0.7051
STFF 0.8396 0.7387 0.5051 0.3785 0.1682 1.2397 0.7039
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Table 12. Camera Pose estimation and point map prediction results for VVC-compressed frames at QP 32 and for the denoising model. Red
indicates the best performance excluding VGGT inference result on RAW input.

Camera pose estimation Point map estimation
Method Completeness Chamfer
AUC@30 (1) | AUC@15 (1) | AUC@S5 (1) | AUC@3 (1) | Accuracy (l) (1) Distance (|)

RAW 0.8878 0.8232 0.6713 0.5742 0.1674 1.2470 0.7072

Compressed

(WC, QP 32) 0.8697 0.7868 0.5940 0.4794 0.1612 1.2795 0.7203
STDF 0.8655 0.7814 0.5921 0.4780 0.1557 1.2810 0.7184
RFDA 0.8669 0.7817 0.5873 0.4748 0.1604 1.2789 0.7196
STFF 0.8624 0.7740 0.5766 0.4579 0.1611 1.2778 0.7195

E 13 WC 20| QP 37 ¢% Z2fgl 3 0|= M 2ol chet Flofat ZX 0fF, ZOIE B oS 2t Wrke RAWOY T VGGT %2 Znis

Mg 21 452 9ol

oco=

Table 13. Camera Pose estimation and point map prediction results for VVC-compressed frames at QP 37 and for the denoising model. Red
indicates the best performance excluding VGGT inference result on RAW input.

Camera pose estimation Point map estimation
Methods AUC@30 (1) | AuC@15 (1) | Auc@s (1) | AUC@3 (1) | Accuracy (!) C°mp('jt)e”ess Di;gige(r )
RAW 0.8878 0.8232 0.6713 0.5742 0.1674 1.2470 0.7072
(332"8;52‘;) 0.8440 0.7494 0.5247 0.3984 0.1548 1.3071 0.7309
STDF 0.8481 0.7523 0.5277 0.4060 0.1502 1.3019 0.7261
RFDA 0.8459 0.7577 0.5474 0.4250 0.1560 1.3025 0.7292
STFF 0.8388 0.7519 0.5426 0.4279 0.1572 1.2996 0.7284
791 accuracy, completeness, chamfer distanceol| gt 2 V.4 2
T2 ¥ 813014 BT zH7ke] QP @Al MFQEv2
HolEMOZ 7] st&E 7FEAZ 83l o2 AA  E ATolHE Co3Dv2 74 HlolEAld] JPEGH AVC
Rdo] 22 AxE geaty gg Agste] kst 4E AR volHAS A,
A-g& A3, HEVC, VVCIAE 45 =7t S71des VGGTY 45 Mgt T4tk AFAeE, 4= e
dZ Aol dAWA AtHE AT BYS & Ak T BHEFE FAE ZAE F AL, FEE EIE W
wolZ A A RdE #83 A$ HEVC ¢35 dolEld %A}E Astg AT 5 AU et 22 €5 AVC
A= (& 8-10) STDF7F 2 79 QP AR A 71w = B oA #elA 45 A7t vebsth 53], AVC &
7 2 2R3 ¥E W AL ZHoA] 7P A 9> QP 42 ©]%, JPEG Quality 20 ©|3H-El A5 A3t
A5 P} Vg BeoH, 52 o5 A=A STFF 7F 543 B EATE A9A HUA L oS AT Ast
Rdo] Fhugt FX & 2oA ¢ 7pE B %V;}E%— oA g AT F AAh o|EM, ¥F FFE A &
S9ATh VVC 4= dlolEel tlalME (& 11-13) Y2 o 7IE 3D ¥ B gjgo g 48 A9 A5 sehe
% 73%e] iA1= STDE7L ¥l A 7hd a} z= 9 x9l 938 5 9es Foldt 4 gty B A= 79 ok 3t
E ] oF A5olA 52 3 EAE ol F e AHE AT 73 ME 73718 3D Al B A Z/dE AlAETE
T AATE LolZ AA BES AR ovA ¢ VGGT F+& A3, d&
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