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Abstract

This study proposes a real-image-based 3D Gaussian Splatting (3DGS) production approach to overcome the high cost and
technical complexity associated with conventional virtual production background creation. The standard tool commonly used in this
domain, RealityScan, relies on point-cloud-based reconstruction, which often leads to surface degradation and visual incompleteness
when generating three-dimensional representations. As an alternative, 3DGS was applied and evaluated through comparative
experiments across three environments: a city sample, a school building, and the “Tower of the Nation™ at the Cheonan Independence
Hall. In particular, the experiment involving the large-scale structure of the Tower of the Nation utilized approximately 5,700 images
for training, enabling a rigorous assessment of practical applicability. The results demonstrate that 3DGS consistently outperforms the
comparison method across key quantitative metrics, including PSNR, SSIM, and LPIPS, thereby validating its effectiveness as a
high-quality, real-image-based virtual background generation technique suitable for virtual production workflows.

Keyword : Virtual Production (VP), 3D Gaussian Splatting (3DGS), Unreal Engine, Photographic Multi-View
Reconstruction, RealityScan
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Fig. 1. View of a virtual studio equipped with a large LED wall® (VIVE
Studios)
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Fig. 5. Lighting adjustment in Unreal Engine using Volinga Suite (L) 3DGS-generated data (R) Relit 3DGS scene
2otk o] WA AT AHE e FASHA 7HA BEAES &85 v A9 WA Fesidith ddE 9
Qb 7IWk Ife] FEYE Al A4 xdES HEse af sl g AE W 54 AZelA 720p sF=2] oA 900
A ZRE I HZ 3UHE ZsE 7|9ke] 3DGS E217L A= FEke 71%0] He 9 olnAE FHEIH. °
AEL A <A WollA & A AFo] 7hssitke = AA 2 Al A Qs AlA o2y A W
e Yok, wFd 2294 F A7 18y Sl £ wiAlsty, daElE 7] e A Ase At
] 3DGS 2§ 7S Al 8L Slnk B =welAe A Blaetr] 93 SAE A $AS 7538 A%l
ol2gt 3DGSE 71E4 o|FE BEate] 7|E BdEEls 3DGSE S B ATl e TAEAS B850, of
W7 A 2SS RS, AFE e A7 wEd 2 £ &3 Y AdEe dxed g
YA WS FEstE Weks AAskaar gl dole e JFH o= vl 43l
st SA 9] FedS FHs] fls) AA 9007<] =g
A F 5 ASE F 1809 oHAE FEOE HA3)
V. 3DGSE o|&%t VP uifd HI= o] A AXES AEATE F4 27, 3DGSE PSNR
(Peak Signal-to-Noise Ratio), SSIM(Structural Simil-arity
& ATl A= 3DGSY] sHE A s ARHoE Index Measure), LPIPS(Learned Perceptual Image Patch
Sot7] flste] A <Axle] ATE] A1 E(City Sample)” = Similarity) 2 oA 2| E A AT A8

T2l 6. AlE| MEZ H|1l O[0|X| OfA] (=) MME 2=20]0/X| (Z) 3DGS () 2IL2|E|AH
Fig . 6. Comparison of rendered images in the City Sample (Left) Ground Truth (Middle) 3DGS (Right) RealityScan
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Table 1. Quantitative comparison of 3DGS and RealityScan using the
City Sample

Method PSNR SSIM LPIPS
Postshot 35.69dB 0.94 0.18
RealityScan 28.61dB 0.50 0.46
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Table 2. Quantitative comparison of 3DGS and RealityScan using the School Building

Masking Method PSNR SSIM LPIPS
Postshot 32.90dB 0.75 0.19
Before Masking
RealityScan 28.78dB 0.68 0.36
Postshot 33.79dB 0.78 0.16
After Masking
RealityScan 30.23dB 0.77 0.24
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Fig. 7. Example images used in the school building experiment and the RealityScan experiment scene

(1) Example image from the original drone footage of the school building (2) Image processed by 3DGS (3) Image processed by RealityScan

(4) Example of the white masked region in RealityScan (5) Example of applying the white mask to the 3DGS image (6) Example of the ground
truth image with the white mask applied (7) Experimental scene using RealityScan
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Fig. 9. Defining the reconstruction region for the Tower of the Nation
¥ 3. 739 Ef 3DGS, Z|YZ|E|AZH H|m using a bounding box in RealityScan

Table 3. Comparison of 3DGS and RealityScan using Gyeore-ui Tap

Masking Method PSNR | SSIM | LPIPS 29 A3}, 3DGSE PSNR 39.82dB, SSIM 0.91, LPIPS
Before Masking |— oo 339808 | 083 | 021 0.080]g= % S48 A EE s YT B
RealityScan 29.46dB 0.71 0.43 ooqc%ﬂ Lﬂoﬂ}\i %7‘3% ‘j/]oaq\ﬂﬂiﬂg] 7§5’4—, PSNR 35.20dB,

Aftr Masking Postshot ~ |33.55dB| 0.83 | 021 SSIM 0.87, LPIPS 0.163 H|@8< o, PSNR 7% oF
RealityScan | 29.95dB | 072 | 0.39 462089 SoIH]E ARNE Boln] HAA 992 o=
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Fig. 8. Drone-based data acquisition at the Tower fo the Nation: Vertical movement and full 360-degree orbital capture
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Tl 10. oY AUARIof| Halel EHe HiRE &H
Fig. 10. Scene of Gyeore-ui Tap placed within the Unreal Engine

H 4. Y2 B2 2lHE|E|a WA J|FOZ niAZl & HlW
Table 4. Quantitative comparison of the Tower of the Nation within
the Region of Interest (ROI) defined in RealityScan

Method PSNR SSIM LPIPS
Postshot 32.82dB 0.91 0.08
RealityScan 35.20dB 0.87 0.16
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