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요 약

멀티모달 대형 언어 모델(Multimodal Large Language Models, MLLMs)은 실사 기반 데이터로 학습되어 과장된 기하 형태 및 단
순화된 셰이딩 등 애니메이션 영상을 정확히 이해하지 못한다. 이로 인해 영상 리프레이밍 과정에서 주요 캐릭터가 프레임 밖으로 벗
어나거나, 사전 학습에 포함되지 않은 캐릭터에 대한 인식 성능이 저하되는 문제가 발생한다. 이를 해결하기 위해 본 논문에서는 애니
메이션 영상과 대본 기반 텍스트 프롬프트를 해석하고, 캐릭터 이미지를 쿼리로 활용하는 트레이닝 프리 숏폼 변환 파이프라인을 제안
한다. 제안 방식은 MLLM 기반 장면 추출 후 객체 검출을 수행하고, 적응형 줌 제어(Adaptive Zooming)를 통해 리프레이밍 과정에서
발생하는 객체 손실 및 크롭 오류를 해결하고자 한다.

Abstract

As most multimodal large language models (MLLMs) are trained on real-world data, MLLMs face challenges in accurately 
interpreting animated videos that feature stylized visual characteristics such as exaggerated geometry and simplified shading. As a 
result, video reframing often places key characters outside the frame, and recognition performance degrades when characters are not 
included in the pre-training data. To address this issue, this paper proposes a training-free short-form transformation pipeline that 
jointly interprets animated video content and script-based text prompts while utilizing character images as visual queries. The 
proposed approach first performs scene extraction using an MLLM, followed by object detection based on visual queries, and then 
applies Adaptive Zooming to mitigate object loss and cropping errors that may occur during the reframing process.
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Ⅰ. 서 론

대부분의 멀티모달 대형 언어 모델(Multimodal Large 
Language Models, MLLMs)은 주로 실사 이미지 및 비디

오 데이터셋을 기반으로 사전 학습되어 있다[1][2][3][4][5][6]. 
이에 반해 애니메이션은 양식화된 선, 단조로운 채색, 과
장된 기하학적 비율 등 실사 도메인과는 확연히 구분되는

시각적 추상성을 지닌다. 이러한 도메인 격차로 인해 기존

MLLM은 애니메이션의 장면 구조를 해석하는 데 어려움

을 겪는다. 이는 애니메이션을 소비가 편리한 형태인 숏폼

(Short-form) 콘텐츠로 변환하는 비디오 리프레이밍

(Reframing) 작업에서 두드러진다. 리프레이밍은 원본 영

상에서 의미적으로 중요한 객체를 중심으로 시야를 재구

성하여 화면 비율 변경 또는 해상도 변환하는 과정을 의미

한다. 기존 모델은 범용 지식에 의존하므로, 학습 데이터

에 존재하지 않는 특정 애니메이션 내 고유 캐릭터를 식별

하는 데 근본적인 한계가 있다. 핵심 캐릭터가 소실되거나

서사적으로 중요한 요소가 프레임 밖으로 벗어나는 부정

확한 크롭(Crop) 오류가 빈번히 발생한다.
이러한 문제를 해결하기 위한 기존 연구들은 데이터를

재구성하여 대규모 파라미터를 재학습시키는 경우가 많

다. 하지만 애니메이션 비디오의 특성상, 리프레이밍 작업

을 위해 연속된 프레임에 등장하는 모든 인물의 묘사와

위치 등의 라벨링을 얻는 것은 현실적으로 매우 어렵다.
본 연구에서는 추가적인 학습 없이 애니메이션 영상과

해당 대본을 함께 활용하여, 사용자의 질의에 부합하는 숏

폼 형태의 요약 영상을 자동 생성하는 파이프라인을 제안

한다. 제안 방식은 사전 학습된 MLLM을 활용하여 대본

기반 장면 추출을 수행한 뒤, 선택된 구간 내 캐릭터를 비

주얼 쿼리 기반 객체 검출(Visual Query Localization) 방식

으로 탐색한 결과를 보정 정보로 활용한다. 이를 기존 가

상 카메라 제어 기법에 결합시킴으로 크롭 오류를 해소한

다. 비주얼 쿼리 로컬라이제이션을 통해 얻은 특정 캐릭터

들의 바운딩 박스 정보를 활용하여 장면에 따라 적응형

줌 제어(Adaptive Zooming)를 수행한다. 이를 통해 해상도

변환 과정에서 발생하는 주요 객체 소실이나 잘못된 크롭

문제를 완화하고 장면 간 시각적 안정성을 확보한다. 본

논문의 기여점은 다음과 같다.
애니메이션 대본과 사용자 질의를 함께 입력하여, 특정

캐릭터·관계·상황에 부합하는 에피소드 및 시간 구간을 효

과적으로 검색하는 텍스트 기반 Retrieval 절차를 제안한

다. 이를 통해 서사적 맥락을 반영한 핵심 장면을 자동으

로 선별할 수 있다.
선택된 장면에 대해 레퍼런스 캐릭터 이미지를 쿼리로

활용하여, 사전 학습된 MLLM이 추가 학습 없이 프레임

내 특정 캐릭터를 직접 탐색하고 바운딩 박스를 추출하는

비주얼 쿼리 기반 객체 검출 절차를 제안한다.
비주얼 쿼리를 통해 얻은 캐릭터 위치·크기 정보를 기

반으로, 기존 가상 카메라 기반 프레이밍에 장면마다 적

응형 줌 기능을 적용하여 해상도 변환 과정에서 발생하

는 주요 객체 소실, 크롭 오류, 장면 간 불연속성을 보정

한다.
본 논문은 Ⅱ장 관련 연구로 시작하여 Ⅲ장 제안 방법

및 학습 방식의 소개, Ⅳ장 실험을 통한 제안 방법의 성능

검증으로 이어진다. 그리고 마지막 Ⅴ장에서는 결론 및 향

후 연구 방향에 대하여 논의한다.

Ⅱ. 관련 연구

1. 멀티모달 언어 시각 모델(Multi-modal 
Language-Vision Models)

 
최근 멀티모달 대형 언어 모델은 텍스트-이미지 및 텍스

트-비디오 간의 추론 능력을 기반으로 장면 요약, 질의응

답, 묘사 등 다양한 비전-언어 작업 수행에서 우수한 성능

을 보여왔다.
BLIP-2[2]는 Cross-attention 구조를 사용하여 피처 이미

지를 LLM과 잘 이어질 수 있도록 변환해 주는 Q-former 
기반으로 캡셔닝 및 이미지-텍스트 매칭 작업에서 우수한

성능을 보였다. 이후 InstructBLIP[3], LLaVA[4] 등은 CLIP/ 
BLIP-2의 Vision Encoder를 LLM에 결합하여 캡셔닝 성

능을 개선하였으며, 비전-언어 인스트럭션 튜닝을 하여 이

미지에 대한 질의응답, 세밀한 묘사 등의 고수준 추론을
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가능하게 했다. 이러한 고수준 MLLMs은 단일 이미지에

서 문맥을 추론하고, 복잡한 지시문이 주어졌을때 다양하

고 세밀한 답변들을 제공한다.
그러나 단일 이미지 기반 MLLM은 시간적 정보를 포함

하지 않아 연속적인 장면 맥락 이해에는 한계가 있으며, 
Video-ChatGPT[5], LLaVA-Video[6] 등이 이를 개선하기 위

해 시간적 정보를 포함하여 비디오 전체를 추론할수 있도

록 하였다.
하지만 이러한 MLLM의 비약적인 발전에도 불구하고, 

이를 애니메이션 도메인의 숏폼 자동 변환 작업에 직접적

으로 접목한 연구는 아직 충분히 탐구되지 않았다. 이에

본 연구는 MLLM의 방대한 사전 지식과 추론 능력을 해

당 분야에 도입하고자 한다. 구체적으로 별도의 추가 없이

도 서사적 맥락을 파악하여 핵심 구간을 추출하고, 제로

샷 기반의 캐릭터 쿼리 객체 검출을 수행함으로써 기존

MLLM의 잠재력을 실용적인 콘텐츠 제작 파이프라인으

로 확장하였다.

2. 쿼리 기반 객체 검출

쿼리 기반 로컬라이제이션 연구들은 텍스트 또는 이미지

쿼리를 기반으로 이미지 내의 특정 대상의 위치를찾는 데

초점을 맞춘다. Grounding DINO[7]는 텍스트를 기반으로

객체의 위치를 바운딩 박스로 탐지하고, MDETR[8]은 이미

지와 텍스트 쿼리를 입력으로 받아, 텍스트에 언급된 대상

을 검출 및 위치를 추정하며, AutoFlip[9]은 Machine 
Learning 기반 영상 리프레이밍구조로서, 객체검출 및트래

킹을 활용한 리프레이밍 구조를 제안하였다. TubeDETR[10], 
VITA[11] 등은 이를 시간적으로 확장하여 비디오 내 해당

객체의 등장 구간을 Sequence 단위로 추적한다. 그러나 이

러한 모델들은 대부분 현실 세계 영상 데이터로 학습되어

있어 애니메이션의 비현실적인 스타일 영상에서는 캐릭터

인식 안정성이 떨어지는 문제가 있다.
본 논문은 MLLM을 활용한 대본 기반 장면 추출로 핵심

장면을 선택하고, 이미지 쿼리 기반 객체 검출을 활용해 캐

릭터 위치를 추정한 후, 적응형 줌 제어 기술을 통해 리프레

이밍 시 발생하는 문제를 해결하고자 한다.

Ⅲ. 제안하는 방법

그림 1은 본 연구에서 제안하는 파이프라인의 전체개요

를 나타낸다. 해당 파이프라인은 서사 기반 에피소드 매칭, 
대본 기반 구간 추출과 캐릭터 쿼리 객체 검출 과정을 나타

낸다. 이후 적응형 줌 제어를 통해 최적의 숏폼 영상을 생성

하게 된다.

1. 서사 기반 에피소드 매칭 (Episode Matching 
based on synopsis)

본 단계에서는 대규모 멀티모달 언어모델 Gemma-3- 

27B-IT[12] 모델을 이용하여 사용자 프롬프트 에 가장 적

합한 에피소드를 선택한다. 각 에피소드 인덱스 에

대해 사전에 요약된 시놉시스 가 구축되어 있다. 여
기서 시놉시스는 핵심 서사와 주요 사건을 간략히 정리한

텍스트 요약을 의미한다. 대형 언어모델의 입력은 다음의

수식 (1)과 같다. 는 대형 언어모델, 는 선택된 최적의

에피소드를 의미한다.

(1)

프롬프트와 모든 에피소드 시놉시스를 순차적으로 연결

하여 입력되고 모델을 프롬프트와 의미적으로 가장 적합한

에피소드를 선택한다.

2. 대본 기반 장면 추출 (Segment Retrieval 
based on script)

 
선정된 에피소드 내에서 구체적인 장면을 특정하기 위

해, 앞서 사용한 Gemma 모델을 동일하게활용한다. 각 에

피소드마다 대본 가 구축되어 있다. 모델의 입력은

수식 (2)와 같이 사용자 프롬프트와 해당 에피소드의 대본

정보를 결합한 형태로 구성된다. 이때 는 대형 언어모델

는 수식 (1)로부터 얻은 에피소드 에 해당하는 대본을

의미한다.
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(2)

이때 대본 전체의 길이가 모델의 입력 허용량(Context 
Window)을 초과할경우, 질의와 의미적 연관성이높은 문

맥만을 선별하여 대본을 재구성함으로써 입력을 최적화한

다. 모델은 이축약된 입력을 바탕으로 사용자가 요구한 분

량에맞춰핵심 장면의 시간 구간을산출한다. 사용자의설

정에 따라 생성길이를 유연하게조절할수 있다. 이를 통해

사용자는 영상을 수동으로 탐색하는 과정 없이, 질의 의도

에 부합하는 에피소드 내 핵심 구간을 자동으로 확보하게

된다.

3. 캐릭터 쿼리 기반 객체 검출

선택된 시간 구간에 속하는 프레임에 대해서는 앞서 활

용한 Gemma 모델을 비전 태스크로 확장하여 캐릭터 위치

를 추정한다. 그림 1 (c)와 같이, 모델은 해당 시점의 실제

프레임(Target)과 레퍼런스 갤러리에 저장된 캐릭터별 대

표이미지(Reference)를 입력으로받아시각적 매칭을 수행

한다.
모델은 입력된 정보를 바탕으로 캐릭터별 바운딩 박스와

신뢰도를 출력한다. 검출의 강건성을 확보하기 위해 신뢰

도가 임계값보다 낮거나 영역의 크기가 지나치게 작은 후

그림 1. 제안하는 프레임워크의 전체 구조
Fig. 1. Overall architecture of the proposed framework
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보는 오검출로 간주하여 제외한다. 이후 중복된 영역을 제

거하기 위해 비최대 억제(Non-maximum Suppression)를
적용하여 프레임별 최종 검출 결과를 산출하며, 이 데이터

는 후속 가상 카메라 모듈에서 화면 내 주요 관심 영역

(Region of Interest)을 결정하는 핵심 지표로 활용된다.
선택된 시간 구간 내의 모든 프레임에 대해 대규모 모델

을 적용하는 것은 연산 비용 측면에서 매우 비효율적이다. 
이를 해결하기 위해 본 시스템은 해당 구간 내부에서 스트

라이드(Stride) 간격으로 프레임을샘플링하여 연산량을 절

감하도록 설계하였다. 아울러 사용자가 강조하고 싶은 특

정 캐릭터가 있을 경우, 해당 캐릭터의 이미지만을 쿼리로

구성할 수 있도록 하여 사용자 의도에 따른높은 자유도와

유연성을 제공한다.

4. 최종 영상 생성

최종적으로 원본 영상을 숏폼 포맷으로 재구성하기 위해

가상 카메라 시스템을 적용한다. 전반적인 카메라 경로 계

획및 스무딩알고리즘은 AutoFlip[11] 프레임워크를 기반으

로 하되, 본 연구에서는 앞서 추출한 캐릭터 바운딩 박스

정보를 줌(Zoom) 제어의 핵심 변수로 활용하여 기존 방식

과 차별화하였다.
기존의 비디오 리프레이밍 기술이 단순히 영상의 중요도

맵(Saliency Map) 중심을 따라가는 데 그쳤다면, 제안하는

시스템은 적응형 줌아웃(Adaptive Zoom-out)을 통해 캐릭

터의 스케일을 최적화한다. 이를 위해 시스템은 숏폼 가로

폭의 약 84%(좌우 안전 여백 16% 제외)를 목표 점유 너

비로 설정하고, 이를 감지된 바운딩 박스의 합산 너비로

나누어 목표 줌 비율을 산출한다. 이때 과도한 변형을 방

지하기 위해 0.6과 1.0으로 각각 하한과 상한을 설정한다. 
예를 들어 캐릭터 바운딩 박스의 너비의 합이 300px인
경우, 목표 너비를 현재 너비로 나눈 값이 약 3.0이 된다. 
이는 상한선인 1.0을 초과하는 값으로, 캐릭터가 이미 화

면 내에 여유 있게 포함되어 잘리지 않고 온전히 보존된

상태임을 의미한다. 시스템은 굳이 줌 아웃을 실행하지

않고 원본 해상도 비율을 유지하여 최적의 화질을 보장

한다. 반대로 합산 너비가 1300px에 달하는 경우, 계산된

비율은 약 0.7이 된다. 시스템은 화면 세로 비율을 0.7까

지 낮추는 조정을 수행한다. 이 과정에서 캐릭터의 표시

크기가 화면 세로의 0.7배 수준으로 축소됨에 따라 시각

적인 줌 아웃(Zoom-out) 효과가 발생하며, 이를 통해 거

대한 피사체를 화면 밖으로 잘라내지 않고 온전히 담아

낸다. 단, 캐릭터가 이보다 더 거대하여 계산된 비율이

지나치게 낮아질 경우, 시인성 저하를 방지하기 위해 하

한선인 0.6으로 강제 고정한다.
수평 카메라 이동의 경우 기존 AutoFlip[11]의 로직을 채

택하여 영상의 모션, 에지, 채도 정보를 결합한 중요도맵을

기반으로 중심점을 산출한다. 이때 카메라가 중심점을 즉

각적으로 따라갈 때 발생하는 기계적인 떨림을 방지하기

위해, 현재 위치와 목표 지점 간의 거리에 비례하여 이동

속도를 조절하는 1차 동역학 모델을 적용하였다. 또한, 인
접프레임 간 색상 히스토그램차이가 임계치를초과할 경

우 이를 새로운 장면으로 판단하여 카메라 상태를 초기화

함으로써, 이전샷의 관성이 다음샷에 영향을 주지 않도록

처리하였다.

Ⅳ. 실험 결과

1. 정량적 평가

표 1은 입력 프롬프트에 따른서사 기반 에피소드 매칭의

결과와 해당 에피소드 내에서의 올바른 장면 추출의 정량

적 결과이다. 해당 실험을 위해 Gemma-3-27B-IT[12]를 활

용하여 데이터셋을 생성하였다. 그림 1과 같이 각 대본 스

크립트들은 타임스탬프를 가지는 장면 구간이 존재한다. 
각 장면의 핵심 사건과 등장인물을 요약하여 장면별 프롬

프트를 생성하였다. 총 10개 에피소드에 대해 에피소드당

10개의 장면별 프롬프트 쿼리를 생성하였다. 이렇게 구성

된 프롬프트 는 수식 (1)에서 최적의 에피소드를 구함과

Model Episode Matching Segment Extraction

Qwen2-7b-IT[13] 48% 12%

Gemma-3-27B-IT[12] 77% 84%

표 1. 서사 기반 에피소드 매칭 및 장면 추출 정량적 결과
Table 1. Result of synopsis-based episode matching and script-based 
scene retrieval

 



이강희 외 4인: 대규모 언어 모델 기반 애니메이션 숏폼 리프레이밍 157
(Kanghee Lee et al.: LLM-based Animation Reframing for Short-Form Video)

동시에 수식 (2)에서 장면 추출을 수행하기 위한 입력으로

활용된다. 각 에피소드의 번호와 프롬프트가 생성된 타임

라인을 정답 라벨로 활용하였다. 장면 추출의 결과는 예측

된 장면 구간이 GT 타임라인을 포함하면 정답으로예측하

였다.
본 실험에서는 상대적으로 경량인 7B급 LLM과 대규모

27B급 LLM을 비교하여, 모델 규모에 따른 에피소드 매칭

및 장면 추출 성능 차이를 정량적으로 제시하였다. 표 1에
서 확인할 수 있듯이, Gemma-3-27B-IT[12]는 에피소드 매

칭(77%)과 장면 추출(84%) 모두에서 Qwen2-7b-IT[13] 대비

일관된 성능향상을 보였다. 특히 장면 추출에서는 두 모델

간 격차가 크게 나타났으며(12% → 84%), 이는 컨텍스트

윈도우길이가 상대적으로더큰모델이 대본 내 장면 단서

(사건·인물·대사)를 더 넓은 범위에서 통합적으로 활용할

수 있어, 장면 구간 식별 정확도 향상으로 직접 이어짐을

시사한다.

2. 정성적 평가

그림 2는 제안하는 캐릭터 쿼리 기반 객체 검출과 가상

카메라 시스템을 결합하여 생성한 최종 리프레이밍 결과를

보여준다. 그림 하단에 명시된 텍스트는 각 결과물 생성에

활용된 입력 프롬프트를 나타낸다. 두 영상 결과 모두 9:16 
비율의 숏폼 포맷으로 리프레이밍된 이후에도, 주요 캐릭

터들이 프레임 밖으로 잘려 나가는 크롭 현상 없이 화면

내에 온전히 보존된 모습을 확인할 수 있다. 또한, 입력된

텍스트 프롬프트의 의미적맥락에 부합하는 에피소드 구간

이 전체 영상에서 정확하게 검색 및 선정되었음을 보여준

다.

3. 비교 실험

그림 3은 제안하는 적응형 줌 아웃 기법과 줌 제어가 없

는 베이스라인 AutoFlip[11]의 리프레이밍 결과를 비교하여

보여준다. 우선 줌아웃을 적용하지 않은 베이스라인 결과

를살펴보면, 객체의 크기를 고려하지 않고 단순히 가상 카

메라의 중심점 이동에만 의존함에 따라 캐릭터의 일부가

그림 2. 캐릭터 쿼리 로컬라이제이션 기반 최종 리프레이밍 결과
Fig. 2. Final reframing results based on Character Query Localization

숏폼 프레임 밖으로 잘려 나가는 크롭 현상이 발생함을 명

확히 확인할 수 있다. 이는 고정된 배율로는 화면 구도가

급격히 변하거나 피사체의 크기가 달라지는 다양한 에피소

드 상황에 유연하게 대처할 수 없음을 시사한다. 
반면, 적응형 줌 아웃을 적용한 결과는 각 장면의 객체

정보에맞춰줌 배율이 자동으로 최적화되므로, 장면 변화
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에도 캐릭터를온전히 보존하는 강건한 성능을 보인다. 실제

로 그림 3의 좌측 결과는 캐릭터가 화면을 많이 차지하여

0.6의 강한 줌아웃이 적용된 반면, 우측결과는 상대적 여유

가 있어 0.699의 약한 줌아웃이 적용되었다. 이는 시스템이

각 장면의 특성을 분석하여 서로 다른줌 비율을산출했음을

보여주며, 결과적으로 두 경우 모두 캐릭터가 숏폼 프레임

내부에 안정적으로 위치하고 있음을 확인할 수 있다. 
그림 4는 동일한 비디오와 프롬프트에서 서로 다른비주

얼 쿼리 입력을 사용했을때의 숏폼 결과를 비교한다. 그림
4는좌측에서 우측으로갈수록더많은 비주얼 쿼리 입력을

점진적으로 추가한 설정을 나타낸다. 비주얼 쿼리를 사용

하지 않는 경우에는 적응형 줌아웃이 적용되지 않는다. 동
일한 시간 축에서 결과를 비교하면, 비주얼 쿼리에 해당하

는 객체가 점차 선명하게유지·보존되는 경향을 확인할 수

있다.
그림 5는 프레임 시퀀스를 시간( )으로 쌓아 구성한

Spatio-temporal 정육면체에서 가로 을 기준으로

단면을 시간 축으로 쌓아 시각화한 결과이다. 캐릭터의 바

운딩 박스의 중심점을 사용하여 리프레이밍 영역을 선택하

는 방식은 프레임 간 객체 위치가 흔들리며시각적 안정성

이 떨어진다. 이는 바운딩 박스 좌표의 특성상 조금이라도

좌표가 흔들리거나, 다수의 객체를 포착되어 크롭 된 영역

이 이전 및 다음 프레임과 차이가 커질 때 안정성이 떨

그림 4. 점진적 비주얼 쿼리 입력을 사용하여 생성한 숏폼 결과 비교
Fig. 4. Comparison of short-form videos generated with with progressiv
ely increasing visual query inputs

 

그림 3. 적응형 줌 아웃(Adaptive Zoom-out)과 고정 줌 비율(Fixed Zoom Ratio) 방식의 리프레이밍 결과 비교
Fig. 3. Comparison of reframing results between the proposed Adaptive Zoom-out and a fixed zoom ratio approach
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어지기 때문이다. 반면 가상 카메라의 중심점과 바운딩 박

스 정보를 함께 사용한 리프레이밍 방식은 시각적 안정성

이 높게 유지되는 것을 확인할 수 있다.

그림 5. 가상카메라와바운딩박스정보를사용하여생성한숏폼과바운딩
박스 정보만을 사용하여 생성한 숏폼 비교
Fig. 5. Comparison of short form generated using Virtual Camera and 
Bounding Box and short form generated using only Bounding Box

Ⅴ. 결 론

본 연구에서는 애니메이션의 영상의 특유한 시각적표현

방식으로 인해 기존 MLLMs이 겪던 인식 오류 및 리프레

이밍불안정성 문제를 해결하기 위해 대본 기반 장면 추출

과 이미지 기반 객체 검출을 통합한 트레이닝 프리 숏폼

변환 파이프라인을 제안하였다. 제안 방식은 대본을 합친

텍스트 기반 장면 탐색을 통해 의미적으로 핵심적인 구간

을 먼저 선정하고 캐릭터 이미지를 비주얼 쿼리로 제공하

여 주요 등장 인물의 위치를 추정한 뒤, 적응형 줌 기능을

적용하여 변환 과정에서 캐릭터가 안정적으로 프레임 내에

유지되도록 설계하였다. 제안 방식은 별도의 추가 학습 없

이 다양한 애니메이션 콘텐츠에즉시 적용 가능하며, 입력

텍스트만 변경하여 서로 다른캐릭터 중심 숏폼 구성을 생

성할수 있다는 장점이 있다. 하지만 사용자 프롬프트에 부

합하는 객체에 대한 정답 레이블을 모든 구간·모든 프레임

에 대해 구축하는 작업은, 프롬프트–객체 대응 관계의 다

의성 및 주관성과 애니메이션 영상의 장면별 표현 변동으

로 인해 일관된판정 기준의 정립이 어렵다는 특성상, 대규

모 정밀 데이터 구축에 큰 비용이 요구된다. 이로 인해 본

연구에서는 적응적 줌 아웃 과정 전반에 대한 포괄적 정량

정확도평가를충분히 제시하지 못하였으며, 이는 본 연구

의 한계로남는다. 향후 연구에서는 프롬프트 조건하의 객

체 정합성에 대한 평가 프로토콜을 정교화하는 한편, 해당

기준을 반영한 프롬프트 숏폼 생성 데이터셋을 구축·공개
하는 방향으로 연구 범위를 확장할 예정이다.
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