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LLM-based Animation Reframing for Short-Form Video
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Abstract

As most multimodal large language models (MLLMSs) are trained on real-world data, MLLMs face challenges in accurately
interpreting animated videos that feature stylized visual characteristics such as exaggerated geometry and simplified shading. As a
result, video reframing often places key characters outside the frame, and recognition performance degrades when characters are not
included in the pre-training data. To address this issue, this paper proposes a training-free short-form transformation pipeline that
jointly interprets animated video content and script-based text prompts while utilizing character images as visual queries. The
proposed approach first performs scene extraction using an MLLM, followed by object detection based on visual queries, and then
applies Adaptive Zooming to mitigate object loss and cropping errors that may occur during the reframing process.
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~ Dialogue
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Episode 02
V4

S1 S2
Who poked little holes
all over the vegetables?..

Linda, who transformed
into a racing car...

L — e

> 00.00.02.00

LINDA : (G) Uh? Hmm? Whoaa (Gs)
Phew...(15) Hello shop... Hello Marble
Man. | was racing with the blue car/but

it was way too fast... (Sigh)

00.01.17.00
LINDA : (79) What I've Always

S3 S4
At the Curiosity Shop,
Linda discovers a giant
cat doll...

fo see...

(a) Episode Matching

Cc1 c2

/s this a treasure map!?
Linda goes to the ocean

[Segment 1: (117 ~ 1'37)]

[Segment 2: (2'30 ~ 2'50)]

[Segment 3: (3'40 ~ 4'05)]
Total ~ 1 minunte

(b) Segment Extraction

= Ik

Target Image

Reference Images

T C1C2C3

mmmE From the target image, detect each
character shown in the reference images and

return their tight bounding box coordinates as

[x_min, y_min, x_max, y_max] or null.

(c) Character Query Localization

T2 1. Hiokste miglaol FH P

Fig. 1. Overall architecture of the proposed framework
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Fig. 2. Final reframing results based on Character Query Localization
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Adaptive (Ours)
Zoom out = 0.6

Baseline
No Zoom out

Adaptive (Ours)
Zoom out = 0.69

Baseline
No Zoom out

T2 3. M38 = OF2(Adaptive Zoom-out)Zt & & H|Z(Fixed Zoom Ratio) &tAle| 2|=2{|0]2 Z1} H{m
Fig. 3. Comparison of reframing results between the proposed Adaptive Zoom-out and a fixed zoom ratio approach
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Fig. 5. Comparison of short form generated using Virtual Camera and
Bounding Box and short form generated using only Bounding Box
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