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LLM-based Rarity-Aware Caption Expansion for Diffusion Dataset
Condensation in Object Detection
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Caption Expansion) ZHYYPIE A¢t3lth. RCE= WA dhr HOHAMOZRY Ze2 JaLs FAHS L, A 44 3&d
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Abstract

Dataset Condensation compresses big datasets into concise, high-signal synthetic subsets so models learn with far less data.
While recent work couples DC with text-to-image diffusion for image classification, directly porting this recipe to object detection
exposes a bottleneck: short, caption-derived prompts under-specify scenes and amplify class imbalance, so diffusion preferentially
samples head classes and produces images with low object density, limited spatial coverage, and weak relational structure. We
introduce RCE, a Rarity-guided Caption Expansion framework that counteracts this bias. RCE first estimates class rarity from
dataset annotations and derives a lightweight co-occurrence prior; it then uses a Large Language Model (LLM) to insert
scene-compatible rare objects into prompts, increasing semantic entropy while preserving consistency. On COCO under extreme
compression budgets, RCE improves rare-class AP by up to +18.8 (4.6 — 23.4) and consistently boosts scarce categories such as
scissors (+1.9), microwave (+6.4), fire hydrant (+16.0), and stop sign (+11.7).
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| . Introduction

Deep neural networks (DNNs) are now the standard ap-
proach for many computer vision problems [1,2,3,4]. Yet
training them well typically requires large datasets and sub-
stantial GPU time. Dataset Condensation (DC) [5,6,7] ad-
dresses this by compressing a massive dataset into a much
smaller synthetic set, cutting both computation and storage.
The goal is for the condensed data to deliver performance
close to the original, enabling efficient experimentation un-
der limited resources.

Because classification DC methods depend on bi-level
gradient matching that jointly tunes synthetic data and the
model [5,6,7], they are costly to run. When transferred to
object detection—where images are high-resolution and in-
stance counts drive memory and time—the expense grows
sharply. This practical barrier helps explain why detection
has seen far less work than classification.

Progress on DC for object detection remains limited.
Early work, such as DCOD [8], follows a two-stage pipe-
line: pretrain a detector on the full dataset, then synthesize
images via model inversion. In contrast, recent approaches,
namely UniDD [9], leverage text-to-image (T2I) diffusion
to generate training data. However, the prompts are typi-
cally short and mirror the original captions, which un-
der-specify the scene and amplify class imbalance: com-
mon objects are oversampled while rare categories are

undersampled. As a result, tail categories are systematically
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underrepresented in the synthesized set.

To address this challenge, we propose a simple but effec-
tive rarity-guided caption expansion that first estimates
class rarity from dataset annotations and then uses a Large
Language Model (LLM) to insert scene-compatible rare ob-
jects, attributes, and relations into prompts, thereby increas-
ing tail coverage and restoring layout diversity while pre-
serving scene consistency. On MS COCO [10], our method
improves overall mAP and yields larger gains on rare
classes, demonstrate the effectiveness of the proposed
method.

Il. Related works

Dataset Condensation: First proposed by Wang et al. [5],
DC aims to generate a small synthetic dataset on which a
model can train to near full-data performance. Over time,
researchers have explored diverse objectives—trajectory
matching [11], distribution matching [12], representative
matching [13], and gradient matching [6].

Diffusion-based methods: While effective for image clas-
sification, extending image-domain DC methods to object
detection is computationally prohibitive: detectors require
high-resolution inputs and multi-object layouts, which
sharply increase memory and optimization cost. To avoid
heavy image-space optimization, recent work turns to
text-to-image (T2I) diffusion to synthesize training data;
for example, UniDD [9] uses Stable Diffusion [14] to gen-
erate condensed images. However, prompting T2I with
short, caption-derived text under-specifies the scene and
amplifies head-class bias (e.g., frequent “person”), leaving
rare categories underrepresented.

To mitigate this, we propose a rarity-guided caption ex-
pansion: estimate class rarity from dataset annotations, then
use an LLM to inject scene-compatible rare objects (with
attributes/relations) into the prompt, and finally synthesize
images via T2I. Despite its simplicity, this strategy in-
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creases tail coverage and strengthens rare-class learning. sistency with the original scene via an LLM. RCE consists
of three steps:

1) Rare-class computation: We compute class frequen-

. Proposed Method cies over the training set by counting the total bound-

ing boxes for the given class. Based on these fre-

1. Empirical Evidence on Rare Classes quencies, we select the bottom-k classes, which we
treat as rare classes.

To highlight the long-tail imbalance, we compute 2) Rarity-conditioned prompting: We design a structured
per-class instance frequencies on COCO [10] by counting LLM prompt p that instructs the model to incorporate
every annotated bounding box in ‘instances train2017. the selected rare classes o into the caption while
json’, and plot their distribution in Figure 1. maintaining scene coherence.

Figure 1 shows that the person class appears far more Example prompt used in our method:
frequently than others, whereas tail classes such as hair dri- “Original Caption: <base-caption>
er are severely underrepresented. When one class domi- Here is a list of possible objects to consider:
nates others, head classes drive optimization while tails are <rare-classes>
under optimization. The result is collapsed tail recall, espe- Select the most contextually appropriate objects and
cially under tiny condensed-data budgets. incorporate as many as fit naturally.”

3) Caption-rewrite: Given a caption ¢ (randomly selected

2. Rarity-guided Caption Expansion (RCE) from the dataset) and the selected rare classes o, we

prompt an LLM to expand the caption as:
To remedy this issue, we explicitly inject rare object

classes into the caption while preserving semantic con- c* = M(c,0,p) (1)
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By adding rare classes to the caption, we increase the
sample of rare classes, which improves the learning for

these classes.

3. Synthetic Data Generation Pipeline

Our pipeline proceeds as follows. We first sample a seed
caption from the training captions. Using dataset statistics,
we select a bottom-k set of rare classes and prompt an
LLM to expand the seed into an enriched caption by insert-
ing those classes with brief attributes/relations. We then
condition Stable Diffusion on the enriched caption to syn-
thesize an image. Finally, a strong pre-trained detector is
run on the synthetic image to produce pseudo-bounding

boxes, yielding a labeled synthetic pair for training.

IV. Experiments
1. Experiment setting

Dataset: We perform synthesis using MS COCO [10],
which has 118,287 images for training and 5,000 images
for validation. There are 80 classes in this dataset. COCO
comprises everyday scenes with multiple objects per image,
diverse viewpoints, and a pronounced long-tail frequency
distribution across classes (e.g., frequent “person” vs. rare
categories).

Implementation detail: For caption expansion, we adopt
GPT-4.1 as the language model. We use Stable Diffusion
v3 [14] as the image generation model. For pseudo label-
ing, we employ a pretrained Faster R-CNN [15].

Architecture: We adopt Faster R-CNN [15] as the de-

¥ 2. RCE H2 A| S H|D@ (H|8 = 0.25%)

tector for training and evaluation.

Storage budget and evaluation metrics: To stress-test
learning from condensed data, we adopt extreme training
budgets: 0.25%, 0.5%, and 1% on COCO and report the
performance with mean Average Precision (mAP).

Comparison method: We compare our method to coreset se-
lection methods such as Random selection [16], K-Center [17],
Herding [18], and synthesizing based such as UniDD [9].

2. Main results

2.1 Overall performance

Table 1 reports COCO mAP under extreme budgets
(0.25/0.5/1%). Coreset selection (Random, K-Center,
Herding) performs poorly compared to diffusion-based syn-
thesis (UniDD, Ours): at 0.25%, coreset methods reach 0.4
-0.5 mAP, whereas UniDD attains 4.5+0.3. Our rar-
ity-guided expansion further improves low-budget perform-
ance to 5.3+0.5 (+0.8 over UniDD; +17.8% relative). At
0.5%, we obtain 8.0+0.3 (+0.9, +12.7% over UniDD). At
1%, our method is 10.5+0.4, slightly below UniDD
(10.8+£0.4), a - 0.3 difference within one standard devia-
tion, indicating parity at this budget.

E 1. HMoteh gt 71E 2l 2k H5(mAP) Hl1

Table 1. Performance comparison (mAP) between others our method

Ratio 0.25% 0.5% 1%
Random 0.5£0.1 3.7+0.2 7.2+0.8
K-Center 0.4+£0.2 3.2+0.5 6.1£0.3
Herding 0.5+0.1 3.5+0.3 6.7+0.4

UniDD 4.5+0.3 7.1£0.4 10.8+0.4

Ours 5.3+0.5 8.0+0.3 10.5+0.4

2.2 Result on rare class

To demonstrate the effectiveness of our rare class boost-

Table 2. Performance comparison when applying RCE. Ratio = 0.25%

Class name Parking Meter Bear Scissors Microwave Fire hydrant Stop sign
Baseline 0.0 4.6 0.8 4.6 11.8 213
+ RCE 0.1 234 2.7 11.0 27.8 33.0
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ing, we report the mAP for these classes. We select several
rare classes and report them in Table 2. As shown in Table
2, enriching the base captions with rarity-guided additions
consistently improves detection on tail categories. Relative
to using unedited captions (baseline), our method raises AP
for rare classes. The results indicate that injecting scene-
compatible rare objects and relations yields more in-
formative positives and richer co-occurrence patterns,

thereby improving tail recall and localization quality.

3. Ablation study

3.1 Experiment using different k value

We vary k, the number of rare categories inserted per
caption. As Figure 2 shows, increasing k generally raises
overall mAP by broadening tail coverage and co-occur-
rence diversity. However, per-class AP is non-monotonic:
while some classes continue to benefit, others experience
performance degradation when k becomes large. as the can-
didate pool expands, the LLM increasingly prioritizes the
most contextually compatible objects with the input

caption. Consequently, certain rare classes may be selected

less frequently or omitted altogether, leading to reduced AP
for those classes. This observation suggests that overly
large k can weaken class-specific effectiveness, high-
lighting a trade-off between increasing candidate diversity
and  maintaining  balanced  rare-class  coverage.
Nevertheless, our proposed component effectively im-

proves mAP for tail classes.

3.2 Example of expanded caption

Table 3 presents qualitative examples of captions ex-
panded by RCE. Given a base caption and a list of rare
classes (hair drier, toaster, parking meter, bear, scissors),

the LLM does not simply append all the classes. Instead,

E 3. 7|2 @M e Mo

Table 3. Comparison of base caption and its expended one

Rare classes | Base caption Expanded caption

A knife that is| A knife is lodged inside an apple
inside of an | on a kitchen table beside a pair of
hair drier, apple. scissors, a toaster, and a hair drier.

toaster,
parking meter,
bear, scissors

A frain engine| A train engine with carts pulls into

with carts |a station as a parking meter stands

pulling into a | nearby and a bear waits curiously
station. on the platform.

—e— All Classes Bear —— Fire Hydrant —+— Stop Sign
304
S
% 201
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Fig. 2. Effect of the number of rare classes on performance
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it selects those that are semantically compatible with the
scene and integrates them into a coherent description. For
instance, in the first row, scissors, toaster, and hair drier
are added to a kitchen scene, while bear and parking meter
are omitted as they are unlikely to appear indoors.
Conversely, in the second row, bear and parking meter are
used in an outdoor station scene, whereas kitchen-related
objects are excluded. This demonstrates that RCE enriches
with rare classes

captions scene

plausibility.

while preserving

V. Conclusion

We presented a simple yet effective approach to long-tail
bias in dataset condensation for object detection. Our rar-
ity-guided caption expansion estimates class rarity from
training annotations and uses an LLM to inject scene-com-
patible rare objects, attributes, and relations into prompts
before T2I synthesis. This increases tail coverage and
co-occurrence/layout diversity in the condensed set, yield-
ing consistent gains in tail AP—and competitive overall
mAP —under extreme compression budgets on COCO. Our
method, rare-class enhancement via LLMs, is especially
useful for datasets with very limited samples for classes
that are hard to capture or rarely occur in real-world sce-
narios such as emergency equipment, uncommon wildlife,

industrial failures, or infrequent safety-critical events.
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