
I. MediaLab 3 현황

MediaLab 3는 멀티미디어 시스템, 영상 처리 및 멀티미디어 전송 분야에 관한 이론을 기반으로 다양한 연구 활동 

및 국제 표준화 활동을 수행하고 있다. 구체적으로, 현재 BK 혁신 인재 양성 및 대학 ICT 연구센터 육성지원 등 다양한 

사업단 및 연구센터에 소속되어 있고 ISO/IEC JTC 1/SC 29 (Moving Picture Experts Group, MPEG)에서 멀

티미디어 압축 및 시스템 설계와 관련한 국제 표준화 활동에 활발히 참여하고 있다. 대표적으로 Signal-Processing 

혹은 AI-based Point Cloud Compression, Video Compression, Multimedia System Format Design 

및 Transmission (MPEG-2 Transport Stream, DASH, MPEG Media Transport), Image Stitching 등을 

연구하고 있다. 이와 관련하여 연구실의 석사 및 박사 과정 학생들은 국내외 저널 및 특허 작성을 적극적으로 수행하

고 있으며, 연구 외에도 3D Gaussian Splatting을 통한 뷰 합성(View Synthesis), Super-Resolution 기반 영

상처리 등 다양한 산업 과제를 활발히 수행하고 있다.

II. MediaLab 3 수행 연구

1. 포인트 클라우드 압축을 위한 속성 정보 예측 성능 고도화 알고리즘 설계
     

포인트 클라우드 기반 콘텐츠에서 속성 정보 압축을 위해 널리 활용되는 기술 중 하나로 RAHT가 있다. 한편, 시

간적으로 연속된 포인트 클라우드 화면 간 예측을 적용하는 경우, 프레임 간 위치가 정확히 대응되는 점유 복셀의 수

가 제한적이라는 특성으로 인해 예측 효율이 저하되는 문제가 발생한다. 이에 본 연구실에서는 매칭되지 않는 복셀

에 대해서도 효과적인 예측이 가능하도록, 거리 기반 기준을 활용해 참조 복셀을 정의하고, 점유 복셀 수로부터 도출

된 가중치를 이용해 서브 복셀 단위의 속성 값을 보간하는 RAHT 기반 예측 기법을 연구·개발하고 있으며, 관련 절차
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는 <그림 1>에 나타난다. 이외에도 포인트 클라우드 속성 압축을 위한 예측 성능 향상 연구를 활발히 수행 중이다.

2. 점 밀집도 특성 및 AI 모델을 통한 포인트 클라우드 기하 정보 압축 기술 개발 연구

LiDAR 센서로 수집된 포인트 클라우드는 넓은 공간 영역을 포함하고 있어, 단일 프레임 내에서도 위치에 따라 점 

분포의 밀집도가 불균일하게 나타나는 특성을 가진다. 이러한 밀집도 편차는 AI 기반 포인트 클라우드 압축 모델 학

습 과정에서 입력 데이터 분포의 불균형을 유발하여 학습 안정성을 저하시킬 수 있다. 이에 <그림 2>에서 나타나듯, 

본 연구실에서는 입력 포인트 클라우드를 공간 내 점 밀집도를 기준으로 여러 밀집도 준위(Level)로 구분한 뒤, 각 준

위의 점 분포 특성에 적합한 AI 기반 압축 모델을 독립적으로 설계·학습하는 구조를 연구하고 있다. 더 나아가, 점 분

포 특성을 보다 효과적으로 반영하기 위해 조밀한 영역과 희소한 영역의 구조적 차이를 고려한 네트워크 설계 연구도 
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<그림 2> 점 밀집도 특성 기반 AI-PCC 기술 구조 

 

3. AI 기반 포인트 클라우드 부/복호화 모델 제어 표준화 활동 

본 연구실은 AI 기반 포인트 클라우드 압축에 관한 국제 표준화 활동에 참여하여, AI 기반 부호

화·복호화 모델을 효율적으로 운용하기 위한 제어 구조 설계에 대한 연구를 수행하고 있다. 특히 

AI-PCC 표준에서는 콘텐츠 유형에 따라 서로 다른 신경망 모델이 사용되며, 이러한 모델들이 복

호화 과정에서 일관되게 동작하기 위해서는 모델 식별 및 관리 방식에 대한 표준적 고려가 필요

하다. 이에 <그림 3>에서 볼 수 있듯이, 본 연구실은 MPEG AI-GC 그룹의 표준화 논의에 참여하

여, 복호화기에서 적용되는 AI 모델을 명확히 구분하고 제어하는 방향에 대한 기술 검토를 진행

하고 있다. 이러한 활동을 통해 AI 기반 포인트 클라우드 압축 기술의 상호운용성과 확장성을 고

려한 표준화 기반을 마련하는 것을 목표로 한다. 
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<그림 2> 점 밀집도 특성 기반 AI-PCC 기술 구조
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서로 다른 신경망 모델이 사용되며, 이러한 모델들이 복호화 과정에서 일관되게 동작하기 위해서는 모델 식별 및 관

리 방식에 대한 표준적 고려가 필요하다. 이에 <그림 3>에서 볼 수 있듯이, 본 연구실은 MPEG AI-GC 그룹의 표준

화 논의에 참여하여, 복호화기에서 적용되는 AI 모델을 명확히 구분하고 제어하는 방향에 대한 기술 검토를 진행하고 

있다. 이러한 활동을 통해 AI 기반 포인트 클라우드 압축 기술의 상호운용성과 확장성을 고려한 표준화 기반을 마련하

는 것을 목표로 한다.

4. Image Stitching for Wide-FOV 기술 개발

최근 넓은 지역의 감시, 스포츠 경기 중계, 초대형 디지털 사이니지 등 다양한 분야에서 넓은 시야각의 영상에 대한 

수요가 증가함에 따라, 중첩 영역이 존재하는 다수의 영상을 하나로 합성하는 Image Stitching 기술이 주목받고 있

다. 그러나 입력 영상의 촬영 위치가 크게 변화하거나 카메라의 위치와 각도가 동시에 변화하여 입력 영상 간 시차가 
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<그림 4> Image Stitching for Wide-FOV 기술 개발 

 

최근 넓은 지역의 감시, 스포츠 경기 중계, 초대형 디지털 사이니지 등 다양한 분야에서 넓은 

시야각의 영상에 대한 수요가 증가함에 따라, 중첩 영역이 존재하는 다수의 영상을 하나로 합성

하는 Image Stitching 기술이 주목받고 있다. 그러나 입력 영상의 촬영 위치가 크게 변화하거나 

<그림 3> AI 기반 포인트 클라우드 부/복호화 모델 제어 구조 

 

<그림 3> AI 기반 포인트 클라우드 부/복호화 모델 제어 구조



방송과 미디어 제31권 1호  6

6
연구실 소개

크게 나타나는 경우, Image Stitching을 통해 생성되는 넓은 시야각의 영상에서 사물이 겹쳐 보이거나 사물의 일부

가 소실되는 등의 시차 왜곡이 발생할 수 있다. 이에 본 연구실에서는 시차 왜곡을 최소화하여 높은 품질의 영상을 생

성하기 위한 Image Stitching 기술을 <그림 4>와 같이 개발하였다. 현재는 서로 다른 시간에 촬영된 영상 간의 시

간 차이로 인해 발생하는 조도 변화와 사물의 움직임에 따른 왜곡을 효과적으로 완화하기 위한 Image Stitching 기

술 개발에 관한 연구를 수행하고 있다.

5. VCM 비트스트림 구조 및 Hypothetical Reference Decoder(HRD) 설계 연구

머신 기반 비디오 처리 기술인 VCM은 기존 영상 코덱과 달리 다양한 전처리 과정으로 인해 프레임의 시간적 간격

과 순서가 가변적인 시퀀스를 생성한다. 이러한 구조는 기존 비디오 코덱에서 사용되던 HRD 모델로는 처리하기 어려

운 문제를 초래한다. 특히 Temporal Resampling으로 인해 다운샘플링 프레임이 존재하고 Inner Codec의 출력

과 VCM 디코더의 출력 결과가 달라진다. 이러한 서로 다른 타임라인을 갖게 되는 특성 때문에, 안정적인 타이밍 계산

과 버퍼 관리 구조가 필수적이다. 이에 본 연구실에서는 <그림 5>에서 보여지는 바와 같이, 이러한 차세대 코딩 구조

의 요구를 충족하기 위해 VCM 전용 비트스트림 구조와 HRD를 설계하고 있다. 

6. VCM Bitstream의 MPEG-2 TS 및 DASH 기반 전송을 위한 System Layer 구조 설계

VCM 기술을 실제 서비스 환경에 적용하기 위해서는, 단순히 코덱 수준의 비트스트림 설계뿐 아니라 방송, 스트리
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<그림 4> Image Stitching for Wide-FOV 기술 개발 

 

최근 넓은 지역의 감시, 스포츠 경기 중계, 초대형 디지털 사이니지 등 다양한 분야에서 넓은 

시야각의 영상에 대한 수요가 증가함에 따라, 중첩 영역이 존재하는 다수의 영상을 하나로 합성

하는 Image Stitching 기술이 주목받고 있다. 그러나 입력 영상의 촬영 위치가 크게 변화하거나 

<그림 3> AI 기반 포인트 클라우드 부/복호화 모델 제어 구조 

 

<그림 4> Image Stitching for Wide-FOV 기술 개발
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<그림 5> VCM 비트스트림 구조 및 Hypothetical Reference Decoder 설계

<그림 6> VCM 비트스트림의 MPEG-2 TS 및 DASH 기반 전송을 위한 System Layer 구조 설계

카메라의 위치와 각도가 동시에 변화하여 입력 영상 간 시차가 크게 나타나는 경우, Image 

Stitching을 통해 생성되는 넓은 시야각의 영상에서 사물이 겹쳐 보이거나 사물의 일부가 소실되

는 등의 시차 왜곡이 발생할 수 있다. 이에 본 연구실에서는 시차 왜곡을 최소화하여 높은 품질

의 영상을 생성하기 위한 Image Stitching 기술을 <그림 4>과 같이 개발하였다. 현재는 서로 다

른 시간에 촬영된 영상 간의 시간 차이로 인해 발생하는 조도 변화와 사물의 움직임에 따른 왜곡

을 효과적으로 완화하기 위한 Image Stitching 기술 개발에 관한 연구를 수행하고 있다. 

 

5. VCM 비트스트림 구조 및 Hypothetical Reference Decoder(HRD) 설계 연구 

머신 기반 비디오 처리 기술인 VCM은 기존 영상 코덱과 달리 다양한 전처리 과정으로 인해 

프레임의 시간적 간격과 순서가 가변적인 시퀀스를 생성한다. 이러한 구조는 기존 비디오 코덱에

서 사용되던 HRD 모델로는 처리하기 어려운 문제를 초래한다. 특히 Temporal Resampling으로 인

해 다운샘플링 프레임이 존재하고 Inner Codec의 출력과 VCM 디코더의 출력 결과가 달라진다. 

이러한 서로 다른 타임라인을 갖게 되는 특성 때문에, 안정적인 타이밍 계산과 버퍼 관리 구조가 

필수적이다. 이에 본 연구실에서는 <그림 5>에서 보여지는 바와 같이, 이러한 차세대 코딩 구조

의 요구를 충족하기 위해 VCM 전용 비트스트림 구조와 HRD를 설계하고 있다.  

 

 
<그림 5> VCM 비트스트림 구조 및 Hypothetical Reference Decoder 설계 

 

 

6. VCM Bitstream의 MPEG-2 TS 및 DASH 기반 전송을 위한 System Layer 구조 설계 

VCM 기술을 실제 서비스 환경에 적용하기 위해서는, 단순히 코덱 수준의 비트스트림 설계뿐 

아니라 방송, 스트리밍 시스템에서 안정적으로 전송 가능한 시스템 계층 설계가 필수적이다. 기존 

VCM 비트스트림 구조에서는 다운샘플링 프레임에 대한 정보가 비트스트림 상에 명시적으로 전

달되지 않아, 디코더 및 시스템 계층에서 변경된 프레임 시퀀스를 정확히 해석하는 데 한계가 있

었다. 본 연구실에서는 이러한 문제를 해결하기 위해 TRPD NAL을 새롭게 정의하여, 다운샘플링 

프레임 정보를 인코더에서 생성해 디코더와 시스템 계층으로 전달할 수 있도록 하고, 이를 기반

으로 VCM 비트스트림이 시스템 전송 과정에서도 시간 정보와 구조적 일관성을 유지하도록 하는 

시스템 계층 설계를 수행하고 있다. 

 

 
<그림 6> VCM 비트스트림의 MPEG-2 TS 및 DASH 기반 전송을 위한 System Layer 구조 설계 

 

 

 
<그림 7> MediaLab 3 연구실 단체 사진 
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밍 시스템에서 안정적으로 전송 가능한 시스템 계층 설계가 필수적이다. 기존 VCM 비트스트림 구조에서는 다운샘플

링 프레임에 대한 정보가 비트스트림 상에 명시적으로 전달되지 않아, 디코더 및 시스템 계층에서 변경된 프레임 시

퀀스를 정확히 해석하는 데 한계가 있었다. 본 연구실에서는 이러한 문제를 해결하기 위해 TRPD NAL을 새롭게 정

의하여, 다운샘플링 프레임 정보를 인코더에서 생성해 디코더와 시스템 계층으로 전달할 수 있도록 하고, 이를 기반

으로 VCM 비트스트림이 시스템 전송 과정에서도 시간 정보와 구조적 일관성을 유지하도록 하는 시스템 계층 설계

를 수행하고 있다.
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