S 5 sicie

oY EF EMI|=S(ECM/NNVC)

Neural Network-based Video Coding

(NNVC) 7] 8.

[m}

zHE, Y88 / Aaiea

o
-

=l

[e]
2 D0|M= JVETOIAM ZIRd SO REM|CH HIEIR 3 7

Video Coding, NNVC)9| %Al S&t2 7|&3iCt E
=0l Mg 7|dk Q12 = ZE(NNLF) 2 H3H NNLF,
(NNSR) o 1x9} E7 %EE AM|5| dysict, st

A
=
3N

‘Pﬁ L 0f|=(NN-Intra), 3t

EfM ot 55, AMlAgh 7|8t HIC|Q B (Neural Network-based
NVC Software-15.00f X{EHEl Tool-based HZEHO| A 7|

ZF 0 =(NN-Inter), 22|10 Z3{&s

00

VET?| 3& HIAE Z=Z(CTC)2t SADL 2t0|=2{2| 8+ 5loilAf 2t
t S& &= (KMAC/pixel, Encoding/Decoding Time)E H&&2
NVC 7|£9| 7isdat 285 HofARS nESIY.

LM E

HTL 45 7ee
doz A% Q A% Aa A%A
o] gt} 20209 7¢¥, ISO/IEC JTC 1/SC
#} ITU-T SG16/Q6 VCEG7} 3502 Mg
Video Experts Team(JVET)2 2tAt) H|T]Q 29 &
9] Versatile Video Coding(VVO)[112 A A3} it}
o]F 2025 1089l VVC o] A vt =
9 2F TH 7e9 g§34E dEsH] $3 Call for
Evidence(CfE)7} JVET F#0 & A& F it} JVETS]

1Ed

A vH e 1Y 71E @42 A F HFR 77
dot A, Az A 7k 2 o2 A AVC/H . 264-
HEVC/H.265-VVC/H.2669] ARE Sl Enhanced
Compression Model(ECM)o] 9Jt}. ECM& VVC
Hl 3E ¢ 2 eS 28] S8 Bok Aud &
2% 9% 9 753t 78S g7dnh E4, Neural
Network-based Video Coding(NNVC) HZH-2 VVC
Fdo] dF FA 94E AAE 7N 7o R HAR
TR}

TR dolel2RE ikl o] B¥
ATh= HollA Thekgt H]

2 2M AT IS
NNVCE di7

0 el =0

2 THl=
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<X 1> NNVC Software-15.0 Tool-based %Al 7|

&7

96

|

Ho

e

IEHLE[5)]
High Operation Point (HOP)

X (software adoption)

Mg JjHt oz Wy
Neural Network-based In-Loop
Filter (NNLF)

METE 3]
Low Operation Point (LOP)

0

ERETE [4]
Very Low Operation Point (VLOP)

X (software adoption)

AFY 7|8t 5 L ol [6]

Neural Network-based Intra Prediction (NN-Intra)

(¢}

A1 7|0 51 74 Ol% [7)

Neural Network-based Inter Prediction (NN-Inter)

X (software adoption)

HEY 7|49 zatefst LE [8]

Neural Network-based Super Resolution (NNSR)

X (software adoption)

HgH A7y 7lu o2 T T (9]

Adaptive Neural Network-based Loop Filter (Adaptive NNLF)

X (software adoption)

g =2 A4S AFeT NNVC AF-E F$97HEnd-
to-End) W23} &3 7]9k(Tool-based) HH2l 0 2 thA]
T2 4 3o End-to-End A
Compression[2]2 7|9Fo.2 3} o] o &8 $8)5haL,
o] 2 Multi-Layer Coding 5¢] Jej 2 84310 5 7t
oo &8st WFOR HANHAL gict. ¥HE, Tool-
based B2 7| QA5 A% 7| £ 2 WA sk
Ao 2, vwA QAFet A7t Hol gt

H 310] A% NNVC Software-15.0[1]9] =&} ¥ Tool-
based 7]1EEL 23k} glE A0l Tool-based 71&
2 A% 7wk o122 HE (Neural Network-based
In-Loop Filter, NNLF)[3,4,5], 217" 7]4t 3} U o
Z(Neural Network-based Intra Prediction, NN-Intra)
(6], 2177 719+ 3P 7t o] &(Neural Network-based
Inter Prediction, NN-Inter)[7], A173% 7|9+ 243} &
B (Neural Network-based Super Resolution, NNSR)
(8], 2-3-2] A7 7]k | (Adaptive Neural Network-
based In-Loop Filter, Adaptive NNLF)[9,1017} 3%
o

Learned Image

Il. NNVC Tool-based 7|2 £ 74

B Zof| Al = NNVC Software-15 00l 4] A}-&-E]&= Tool-
based 71&-& A gt (F 1) ol B3l vhe} o] NNVC
Software-15.02 AEF = (Low Operation Point, LOP)
NNLF¢} NN-IntraS Anchor® AFg3stH, 1 9] 7|&EL
AT Eg oot Ajel =o] 9lr},

1. Mz

7|3k 12 = EE{(NNLF)

=

oFx HHE EYH =y dd A5k E2F
(blocking), ¥4 (ringing), &2 (blur) 5 ZY o}
S A 8l AU, JFZ ZE7} A
P do 2 AHE-E Wk oz} o] %
g9 dSES g Az ZYoRe FEHER QT
el 9] A5 AA Fash Ao A 9FE
o AE5AQ1 T2 FHE AR AoE 13 7|uk(rule-
based) Aol o]Est= vbd, A4 78k Q1 F= I
(NNLF)£ it & Ho[EAl S5 ol thget

fm

i,
)
rdo,

gL HF =4

(& (K

m

Y =

T

8ot ojcio] H31E 13
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Neural Network-based Video Coding(NNVC) 72

Deblocking
Filter

SAO ALF

NNLF

& NNLFo| S& A

4% A= dieel Bot st ded  vke &
AL Z-eth O NNLFE dibdo g vd 2135 3
7V ubetH, ol it S71H A2l AGoR o]
A 4= 9lt}, &3, NNVC Software-15.0014 NNLF¢] &

e (a¥ 1) o] tE27 ¥ (deblocking filter)
o 284 7Y FUE At HE 28-S s,

SAOS} ALFE F714 0 2 a3},

NNVC Software-15.0¢ ¥&%H NNLF& 3% (3)
ZHr|e &, kMAC/pixel)ol| wte} 2AEZZ (Very Low
Operation Point, VLOP), AEF%Z(Low Operation
Point, LOP), X EF% (High Operation Point, HOP) 2

EHo}, =9 JVET 3]9] Y sje Ao 72 L A
AZE A=, T WA waE SIS WA
© 2 %73} #A NNVC Software-15.0¢] 41 HOPS
NNLF, LOP6 NNLF, VLOP4 NNLF7} 7} 28z oA] &
A WA AgEr

NNLF&= dubdo g z-9-2haf Wgfog 747t 89
A S FPE 1443144 F719] 4E HAE AR
k. Qe () BelY A B o () ol B,
(iii) 7AAl Z=(boundary strength) %k, (iv) BaseQP,

(v) BlockQP, (vi) Z# 9] 43 (PB: I/P/B Z#9]) &
BE 7AEq. oEd gEss Ad Ww¥er A%
(concatenation)+ %, AAgje} Wi B2 7A A
avl, vpAetel] FA2lE So B B=3 FUY 2]
o] 288 AT}

(2% 2)9} ZFo] VLOP NNLF$} LOP NNLFE A
Ao 2 fARE F2E Frett ek LOP NNLF&=

%‘éa

=2
X
oY

(convolution)& &3kl Agstod,

FeEo 59 9 v
YUY, ol F HEHI= Frt 2719 A20}
712 2eE, 7 £710014 dde

[HUESY

[

AE 3x3 9 1x1

frorE ol
ot
o

1= o
WE BEo 5

3

rr

PixelShuffleg AF&3te] g &
gttt o] HA o ARE &
g A7) ZeE A

7, (i) 1x 1§, (D) 3x3

o

o{l

74 79ke] 2
A3 (depth-wise convolution), (iv) 1x1 g4
2 A" T3 &8 3718 93] 93 2F
(crop) thal L EFoll A HPES AHatA| e T
(padding-free convolution)& AHg-s0] 57+ 57 w2
Zagth B R E5 o2 S B, of
3 A5t EY EE (TwinBlock)
2& B35 (TripleBlock)& 433} %13, LOP NNLF
g 72 ME E5S FrHH R 2qsint. 1A
S, PRelUSt 1x1 %“6"3‘ olf9 Ad 54 W&

29 3x1 428 2713 §, 74 A=A o]

I ATNE

=,

gl A (attention) &

{m

ORI .
ok,
o

o O

2
olo
o

218 A4 (depth-wise separable convolution)
T AR Y Y Po A &

Agzﬂrfh;} vy g2
Fo 2 FAE o] 9l
FEdo] A=vt %wr AR A F

tlo i

HOP NNLF+= (1 4) ¢} 2] VLOP NNLF¢} LOP
NNLF9} 22 YUV AHE B7)6A Q1 Eddog
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H A _
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Rl A
m =
l4h) Tl
FE % £ -
uH S
— T
ol Y =
X 20 =
gl |8 o °
r [T
3 Ty £3
H & 20
o % L
[0}
. man| | ewEm| & 5 i =l
= X 5 X0 XS0 = o -
z o mHED ||~ e W »3 =
2 Eai 5E N
& +|<|+ @ -
T
T om Ay f i @
xx Ell °
1 — HD > s
., - X 0 AS)
a il — 6. -
X0 o & T
B0 3 wy 1] H
] Ealii
i i Wf oo
T T K 4
o -
L C i
o @ 53 an U
o e SEQ E) o
7w W ] T = E
[Tl wm o8 < ) k-
) T = -
B B : U M
=] D Rl
W 2 X0 pil|
ﬂ = 6D S %..__
- A1
ﬂ_h aay o S A
B (V% e o 2 o LS
at| w 7 X 30 333 i i
| Bl oD I~ ]
» 5 -
+|_|» mn
T " I i
X %0 o "
g __.An =D % 3 o g
s o = S
© bl MAI S
3 =
f H o FUFD 2 _ =
o xo| = g < D s
I_l il o HBD - a X X0 —
= D =
A Az i mm nw W =
%0 0 T R
Bl ol el a ol bl wﬁ W A || Ao || AD
X X E2 b 0 0 0
M m — oD o wu_ mﬁ oD
T 'y
& E Uy M_
& E i
Z ] Epil =
i & g 5
L4 & S m ﬂ_.lo Qo m a
s 5ll8]] 8 < } n = |89 |59
izl )2 A _ & o
) [ @ N i
T 0 &
| v
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FOIT|of Z31 1
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Neural Network-based Video Coding(NNVC) 72

3x1

1x3
201
PRelU || LX1

ord ol
e gEE ;
waa || 398 || 302 |
i EcEa
1x1
gds

________

b~ . 5

#2l
(Query)

@
X
o

N,

]
ox
i

(Key)

2
(Value)

()

<38 5> HOP NNLFOIM AlEEl= £2 25,

Zh=t}, w3 HOP NNLF¢] i B2
& EdAFEH(transformer)[12]9) 4] A
Y (query-key-value) 74t o€l A w74
ZE Agsly, 145S SR AAH

e lo
tlo oo
e 2 i)
o.?i‘,ﬁrﬁ,

N o
—\Jg\r ﬂﬁﬂ

o

A0
oo=

2 mN
v}

NNLFE A}-g-351H
?ﬂ- /\ ol omn E i

A9t H2r ¢
39 1a3lo] NNLFE
Fol A=
& BA F=
1% Ao}
ol 2] (edge)
I

Ade 2

287} 37}

T
H- }‘S]YT

i+
HgH o2 Aofstr] 91gk vheket
o, [14elX e bag E/EE Fo]7]
(boundary strength) ¥-3 A B & 0|43t HE
A& AFs Tk BA B =
2 EHAA Y9S ovlstH, g S5 W
T7 BETE T 50| NNLFR 7|42
thaL 7h g}, olof whet QAT E5E
3 $2 Axksta, o]2 YAFk (threshold)3} H]15}o]
NNLF 2§ o5 AAgrt. ofuf Sefo]A &9 Hl-&
§H Cost= D+ ANy, & #23ksh= Aol e = H,
o71x D 98 MEH HF 5d A& T A, Naw
+ NNLE7} 289 £59] Ji5E ujgtt, =3 A+
Eetol& QP whet AA 7hsd AR, A A

o7

E

Bac

2o

b

T2 8A %

ol
o

r_{

o} BAT Z717tke] 78-S 243} o2 E3) D
o] 50] A2 Exof )3t & @3 AXS AT o gH
g3gd AzHE @58 4 9k, =3 (15104 GOP U]

AZA _—}0] (hierarchical depth of wjz} NNLFo] 24
FEolA A DHF Aol S Al

é
=
2
o
fot
Koty
i

><4,16x4,32><4,8><8,16X8,16><16}°ﬂ sl 42
9 7Y NGRS AHgt FUHH R Fes &
59 (h,w)7} T ol &3kA] Utietl, (& 2) o Aojd
T o wet AUZ/hAEE 2 A
(transposition)s}o] T o] &3l= Je|2 HEg o 2H
NN-IntraZ 248 5= ot} (28 6) 9] o9} o], Fx
AE-S AA g & MLP(Multi-Layer Perceptron) 7]4k
A% hw) (5 0(hw)) ol YBstkaL, A7 28
LENST Ad A &L 93 ol grpldx1, grpldx29} <]
ZAdvEEYAt e SAE AA HS A5 &
= V2 QAR 23 AR V2 7 2 2AkR:
VVC 3} U] o= R E(PLANAR, DC, == WA &

1. 0 0 0 )

3 O
ANES

o] eldl~ repldx € [0,66] % 37 &g},
Az AFY Mg A 538 B5 o) A7]d w2

gAY, (28 7) (ol 71EH 13 ol w2}t A =
3t A7 e] 55843 FUsH A2lstr] ¢ls] AA g
AN (T 7) (b)9] Ao ZzZ 7t AE

Pl
A=
2 Xo) Hishe] Aoz A, % B7hs A

ml“l >
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71&7|1082
~ grpldx,
w ey l » grpldx,
X
Ny X | preprocessing faw(; @nw) [+ repldx
: Y
Y i h
__________________ ; | postprocessing I
h w Y
h
€h
-« w
m
<38/ 6> NN-Intra =8 ZAHOY: 1=4, w=8)[13]
<H 2> H53t 25 37|0|| 0}2 AFg 179 . 0] £51X] Y2 ZR 7,05 085101 YMEE Y CI2MEES +8otf, 2 A| ZIX|(transposition)E HE[13]

height and width of the block
to be predicted (i, w)

neural network used for
transposition
prediction

(4, 4) 1 1 f1.4(.,04.4)
(4,8) 1 1 no fa8(..048)
8, 4) 1 1 yes fa8(..048)
4, 16) 1 1 no fa16(.,04,16)
(16, 4) 1 1 yes fa16(.,04.16)
4,32) 1 1 no fa32(.,0432)
(32, 4) 1 1 yes fa32(.,0432)
®,8) 1 1 no fes(..0s838)
(8, 16) 1 1 no feae(., 08.16)
(16, 8) 1 1 yes fee(., 08.16)
(8,32) 2 1 no fs.16(., O8.16)
(32, 8) 1 2 yes faa6(., O8.16)
(16, 16) 1 1 no fi6,16(., 016,16)
(16, 32) 2 1 no f16,16(., 016,16)
(32, 16) 1 2 no fi6,16(., 016,16)
(32,32) 2 2 no f16.16(., €16,16)
(64, 64) 4 4 no f16.16(., €16,16)

Xy 002 A2t o] F524 (float) RHo] 3¢
1/2%9& A% (integer) & 39»] G 1/20 & Fir},
7] b internal bitdepth, 0,2 4¥ FA3} A+E

ou|ge}, FAfe] @A A= A2l oM AHg-= Bt (X9
jgﬁ} 1/2(b—8) 1/2 O h+8 0 0]%»6]_0:] (1“7‘ A= g %}]\_ [e]
g dsto] HF o5 pos SHIT

NN-Intras] oh A1 3] 49, 8] 355 B3
7] (h,w)7} £2 =7] A% Tl 3814 nnFlagz} Al
3.3l ™, nnFlagZ} 1¢] 4% 8|9 Fr} =& NN-Intra
2 J ="} vhl 2 nnFlagZ} 00]H NN-Intras AH-F
7o, 71 VVC M Y o|& e Al1dE AA}
o ujg} of|ZHc} 3t A (h,w) ¢ T2l 7-%-ol= nnFlag

Y& o|Cof MS1E 12
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Neural Network-based Video Coding(NNVC) 72

If min(h,w) < 8 && hw < 256:
n, = n; = min(h, w)
otherwise:
if h>8:
ng = h/2
otherwise:

ng=nh

if w>8:

n=w/2

otherwise:

€n

n=w

If h <8, e, = 4. Otherwise, e, = 0. n

If w<8, e, =0.

(@)

= 4. Otherwise, e,

X, =X, UX,,
X=XuX,

(b)

<38 7> (a) 25 37/|0f LE FHZE HE N+ ZF 74, (b) h=4,w=8

AAZY Az st A L, B4 71E SE W A%

HELL=S
w3l Fnl CBe] MPM(Most Probable Mode) &2
S T93h= #7 ollA = NN-Intra®] 237} vhoj g

ot FAH o2 HZ Ful CB7} NN-Intra2 o &

l

£ g B2 RE oldaE NN-Intra 3 oA 23
9 repldx& A" 4 9101, o] repldxE 4] B2
A

MPM g|2Eed]| ¥3e= $1 QdAg ARGHrt, A
Fu} CB7} NN-Intra2 o] Z 8 7390l = FU3, At
EE A A& H repldxE FH JIAZ ARS-5Fo] MPM
Y2EA YT 5 ok F, NN-Intra g 913 A28 &
T 92 E Aear|Ht, 7]E VWC QIEZ RE 2l
29 W & &8st ot

3. HA@Y 718k 31 2t 0f|Z(NN-Inter)
3 7t o B AR AT TeUS(RE T

ER0IMO FE

HE/\
o= L

H 0JAI[13]

d=HE A Zg <
steto] 4% a8S %‘-O]E
W 7} o Z(NN-Inter) Random
directional) d|Zof|gt ARE-EH, ¢

2 o} A7) e
Az = 2] 2 E (Reference Picture List, RPL)

A
FEEF A5 A

Az

< FI7NE As 5F

Random Access $73oA e} o5 YT o
AW YEYI= AIzFF ez tgo]H POC(Picture
Order Count) A7} HE 3 éfi} b R R
SAYUE ZE TN B A2 2y S dEor A}
2351, Az =g °'EE} é‘i‘% temporal layerd]] £3}=
Y dolvt AL 5=t AA 2= F2 temporal layer 3,
4, 50 &g ZHQlol| X AHE-E AL AFA GOP 720 wh
g} o]eﬂ _;_gﬂ 0] zrslo] u}g].ﬂ 2= o]r/].‘

A7 o) PAH =z e RPLOY RPLI 2%

0] % 0]
=
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e

DPB

o
o
<
>
=)
>
=

[B] YUV420
YUV420 To YUV444
[F]1YUV444
[B] YUV444
Patch Splitting

————

([F] YUV420, [B] YUV420]) = (I7_

8p’

[F] YUVa44
[B] YUV444

Colorspace
Convert
[F] RGB444
[B] RGB444
DRF Model

4,L(I,) =3 L(): Temporal layer of a frame.

I, 5p), where 8p=1 2, L(1,,) =
1, L(Ip) =5 Op:The smallest available POC distance

Add DRF into RefPicLO & L1

0] YUV420
1] YUV420
0] YUV420
=1]
2] YUV420

i
YUV420

[DRF] YUV444

Patch Merging
[DRF] YUV444
[DRF] YUV420
[DREF, refldx

YUV444 To YUV420

[refldx:
[refldx:
[refidx=
[refldx:

RefPicLo & L1 oW RefPicl

I,: Current frame with POC equals p.
4 I;: Reconstructed frame with POC equals p.

between I, and its neighboring encoded frames.

<72/ 8> NN-Inter =2 1%, =8fskForward, F) Z2{|, %j8tsk(Backward, B) Z22]S YUV420->YUV444->RGB4442 Bzt & ifx| 2 28t (Patch
Splitting)&toi, DRF(Deep Reference Frame)S H/EH?| 8 2, &2 FISS &8lMerging)atof & Zal2l $48ict. ofaf 8l7f POCS] pittw 22
8/ 7,9 temporal level ()0 2}, POC 72| 9,7} 73 52 & 7] &% Z2fgS gJ2{o2 HEsih13].

4311014 POCE &

AR o] dA =g

o Fx =AY A

T ollAE (29 8) T o] 240 x 240 A7]<]

e
Az 228 5, 48 2age A4S

2ejalal 7 94

2787 2l 4

HAE A 29 P& Fqell %H Az} o]

H .
olg) (2T 9 9] NN-Inter YESZE 5 7}9) ol
ek (forward), S5k (backward)) ol i3l 2z}
7t 59402 de P daks A 85t vF 2
B4 Fi F} (1€ {1,2,3D& A3} =3t F ¢
q

Q]
=
g 29) Ato]9] optical flows T 2A| DellA] 4

> Small IFRNet
g #HE T2 4y
| e =1
I
_ | warping & fusion _
YUV g FLE} 01,0} | P o W Yuy
444 | 7o Fy 444
|| I —== 3

ket e 12

T BHE 12

warping & fusion
F2F}

—— - —

T BHF 12

warping & fusion
R F)

<78/ 9> NN-Intere| 22 72X

250t 0[C|0] XM31H 15

102



103

Neural Network-based Video Coding(NNVC) 72

¥, 7414 0 2 Small [FRNetS AH8-8o] 113k 9 o
%3 optical flows F4staL, @oI3l optical flow 54
& 37 e E 94 $3 1% 2719 optical flow Of
3 0} (1 € {1,2,3})2 AN} o] tpF 2A|d E4
27 YEE warping& Saate], Ff

N

3} optical flowZ

3 Fj (1 €{1,2,3}) & A3, o] §3H(fusion)d
o} T 2AYA 42 ET AEL Az =y 9

RS A GAET oA I AireEn, HEH o
2 ohute] Az 2y ele AAdgi

oht A ZE e A WE AEIE EASHA
Gomz &HA A FY YA (collocated) =Z|
o 9@ 7 Fx =g 9 7 POC AE o] &d 5L 914
CU(Coding Unit) 9] 2|41 WE] S 2A| dHsto] fr=at
£ TMVP(Temporal Motion Vector Prediction)= AH-
g 4 glon wEha A Ty e Fx Qo] 417
o g o Z AL} collocated T Qo] Bz T o]
Ao 2 o &3 79 TMVP $HE AAsIA] gt}

>

4. H1ZY 714 =ali&sHNNSR)

AW A 23 e 9 G Ay
24 304 284S 29 YU P59 9, oy
o4 4% 71 2 FSHONSRE Bl 9 ol

2 Bdste Wl s H

o] Ztaeta FA FEAO| ¢3tEng, A B
NS AT B IYEE SAT A REIE o
2 ] 549 3hd Asks AT 5 ok NNVCel|A
+© A Z ol Reference Picture Resampling(RPR)
< ARl JAlEFolli= NNSRE #8519, ==

GOP S92 = W7 offel MEH v&g 443
o} FAFHOE OP>320014 ZF GOPY A =y 9L o
’$o 2 RPR 7|9 th-2-AAZ S g 7 9E diy]

z} Az} Ao thgk PSNRy, PSNR,, PSNR/Z &4}
of AEF H&(10, 15, 2.0)& Helshzd], RAGAE

PSNRy9} PSNR/7} thrys, PSNRy7} thrys B5 %3

PSNRy > thryy
PSNRy > thryy

or

PSNRy
> (basePSNR)
— (QP; — BaseQP) * 0.5

PSNRy
> (basePSNR

— of fsetPSNR)
— (QP; — BaseQP) * 0.5

PSNRy > thryy
PSNRy > thryy
PSNRy > thry

s=1.5

<18/ 10> GOP
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e

=20t Z0t ELL])
ges BE U HE ue =2 og H g3 H PixelShuffle I -C) g
—b| Concat H Erel=s
= sezsog [ wsa | Va SN
ELL)
e
Scaling sy2
Ratio seE
1x3 3x1 v
1x1 1x1 1x1 YR
waz || gaz || V|| 209 ) 202 || ewe [ D
WE S5
<72l 11> NNSR HIEQ3 2=
sl 2,02 AEstaL, Al A& PSNRyF PSNR7} thr =3 o 21 ol
t S MestaL, Al vt 7t thryy 5. E!OI_'II IA_|7C§OI'7|I:IL|-OL|_I_£%E-I
2 2959 202 Aejdnt 9] 242 BEHA i 7

$-ol= Fn} PSNR 7]E 0.2 PSNRy) basePSNR - (QP;
- baseQP)-0.50]™ 2.0, 12 A] ¢&¥31 PSNRy ) (basePSNR-
offsetPSNR) - (OP;- baseQP)-0.50] 1.5, 1 &= 1.0
& AE3H, basePSNRF} offsetPSNR-& A A€ 9l
AZE (S, offsetPSNR RA/AlC| whe} 2Foldh S ofnjgt
o}, 3k AgE 2AUY H]go] 20 T 159 A4
T AT gl gdhs QP LEAS F71E AAsto
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ZA3}9} adaptive NNLF 2§ 232 1] w3}0](4PSNR)
A ZHEH adaptive NNLF AL oJB2 =2 d 0 2 A7
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Library(SADL)
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ZZ1o| M A8, Anchor 71% o] A% 7iAS B AREE T, Class A19 A2 (4K 33 %) AlE 20 dhs) A

oA gk =2 dAkgFo 2 gl tj=Y AlZke] Anchor gt} (3 4) 9] 2= FAA Class Fatoll s Z}o]
"] ok 22 6| 2 Z7}3lch NNSRS RA 2 Al ZA A gk 1, Class A H3t 7|02 NNSR &4 A] Y BD-Rate=

<X 3> VIM L] NN-Intra+NNLF 7|22 &5 (NN-Intra Zf2t0|E{ 2 1.3M, kMAC/pixel: 4.8k)

s3C VTM-23.11 | 45 (YUV BD-Rate, Encoding Time, Decoding Time)
7t 02| Tf2talef | MAC/ Random Access All Intra Low Delay B

3 pixel Y U v EncT | DecT Y U \ EncT | DecT Y U v EncT | DecT
Anchor

1.6M | 21.4k | -8.01% |-14.92%|-13.53%| 116% | 2678% | -8.59% |-156.19%|-156.17%| 160% | 2204% | -6.09% | -9.71% | -9.59% | 109% | 2998%
(LOP6+NN-Intra)

VLOP4+NN-Intra | 1.4M | 9.9k | -6.07% | -7.52% | -6.08% | 113% | 1373% | -7.14% | -8.92% | -8.60% | 158% | 1265% | -3.90% | -7.09% | -3.42% | 105% | 1578%
HOP5+NN-Intra | 2.7M | 471k |-14.07%]|-19.84%|-20.13%| 340% |117985%]|-12.96%|-15.45%|-16.79%| 272% |83613%]-10.40%|-10.99%| -6.37% | 385% [123979%

<F 4> Anchor CHH| NN-Interf NNSR 7|£9] 85

23 Anchor(LOP6+NN-Intra) ChH| A5 (YUV BD-Rate, Encoding Time, Decoding Time)
Il 2| a2falg | MAC/ Random Access All Intra Low Delay B
& |ophel | Y u V [ EncT [DecT | Y [ U [ V [EncT [DecT | Y [ U | V [ EncT [ DecT
Anchor+NN-Inter | 5.3M | 525k [-1.91% | -1.17% [ -0.81% | 145% | 2256% NA NA
Anchor+NNSR | 1.5M | 26.4k | -0.6% | 1.3% | 0.9% | 97% | 90% | -0.8% [ 81% | 3% [ 100% [ 81% NA

<# 5> VLOP4 Lfit] Adaptive VLOP4 7|=9| &

s VLOP4+NN-Intra CiH| A5 (YUV BD-Rate, Encoding Time, Decoding Time)
7He| 2| a20[E| | MAC/ Random Access All Intra Low Delay B
% |pixel| Y [ U [ vV [EncT [DecT | Y [ U [ V [EncT [DecT| Y [ U [ V [ EncT [ DecT
DCA-VLOP4+NN-Intra| 1.4M | 10k | -0.9% | 1.1% | -1.2% | 200% | 97% NA NA
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